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This paper analyzes the Euclidean algorithm and some variants of it for computing the greatest common divisor of two univariate polynomials over a finite field. The minimum, maximum and average number of arithmetic operations both on polynomials and in the ground field are derived. We consider five different algorithms to compute $\gcd(A_1, A_2)$ where $A_1, A_2 \in \mathbb{Z}_p[x]$ have degrees $m \geq n \geq 0$. Compared with the classical Euclidean algorithm that needs on average $\frac{3}{2}n + 1$ polynomial divisions, two algorithms involving divisions need on average $\frac{7}{3}n + O(1)$ and $\frac{4}{3}n + O(1)$ polynomial divisions; two other algorithms use an average of $\frac{3}{2}m + \frac{3}{2}n + O(1)$ and $\frac{7}{6}m + \frac{3}{2}n + O(1)$ polynomial subtractions and no divisions.

1. Introduction

The polynomial gcd problem is to compute the greatest common divisor of any two nonzero polynomials over a unique factorization domain. Many sequential and parallel algorithms for this problem—all based on the Euclidean algorithm—are well known in the literature (e.g. Collins 1967; Brown 1971; Brown & Traub 1971; Aho et al. 1975, ch. 8; Knuth 1981, ch. 4; Borodin et al. 1982; Strassen 1983; von zur Gathen 1984).

The classical Euclidean algorithm for integers has been investigated in considerable depth. Lamé (1844) established an upper bound on the number of divisions. A much more complex analysis on the average number of divisions in the Euclidean algorithm was carried out by Heilbronn (1968) and Dixon (1970). Collins (1974) analyzed the computing times of the Euclidean algorithm on multiple-precision integers. We refer the reader to von zur Gathen (1981, ch. 4) for an excellent review.

Stein (1967) discovered an interesting algorithm called the binary Euclidean algorithm for computing the gcd of two integers (Knuth 1981, p. 321). Unlike the classical Euclidean algorithm, this algorithm does not use divisions, but requires the arithmetic operations of subtraction and right shifting (division by 2), and hence is faster than the classical algorithm in each iteration. However, an exact analysis of this algorithm seems to be
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very difficult to obtain. To date, there has been a discrete model and a continuous model which describe the average behavior of the algorithm under some reasonable assumptions, proposed by Knuth (1981, pp. 330-336) and Brent (1976) respectively.

In this paper we examine the classical Euclidean algorithm and some variants analogous to the binary Euclidean algorithm for computing the gcd of two polynomials over a finite field. The Euclidean algorithm for polynomials is essential to symbolic and algebraic computing (Collins 1967; Brown 1971; Knuth 1981, ch. 4). In Section 2, we determine precisely the minimum, maximum and average number of polynomial divisions and arithmetic operations in the ground field used in the Euclidean algorithm, depending on three parameters: the degrees of two input polynomials and the size of the ground field. We assume that “synthetic” polynomial division is used.

For the average-case analysis of algorithms, a difficulty is often to find an undisputed meaning of what the “average input” is. In our case, this is quite simple: up to a fixed degree, there is only a finite number of polynomials, and we consider each of them to be equally likely. All algorithms in Sections 3 to 6 require an “initialization” step, and we consider only inputs for which this step is irrelevant.

In Section 3 we analyze one variant of the Euclidean algorithm called the indeterminate shift Euclidean algorithm for an arbitrary finite field. The main feature of the new algorithm is to use indeterminate shifting (divisions by $x$) to speed up computing time; that is, one removes all factors $x$ from the resulting polynomial remainder after each division. A careful analysis shows that the algorithm runs on average faster than the classical Euclidean algorithm. In Section 4 we consider the linear factor shift Euclidean algorithm which performs linear factor shifting so that all linear factors are removed from the resulting polynomial remainder after each division. The two new algorithms in Sections 5 and 6 are the polynomial analogs of the binary Euclidean algorithm for integers. The subtractive indeterminate shift algorithm in Section 5 uses only polynomial subtractions, but requires indeterminate shifting after each subtraction. The subtractive linear factor shift algorithm in Section 6 uses polynomial subtractions and performs linear factor shifting after each subtraction.

Exact average-case as well as best-case and worst-case analyses are performed for all algorithms in Sections 4 to 6 over the finite field $\mathbb{Z}_2$. In comparison with the classical Euclidean algorithm for computing polynomial gcd's over $\mathbb{Z}_2$, we show that the linear factor shift Euclidean algorithm runs twice as fast as the Euclidean algorithm in the sense of average number of polynomial divisions used, and the subtractive linear factor shift algorithm uses less polynomial subtractions than the Euclidean algorithm uses polynomial divisions.

Sections 2 through 6 all follow the same pattern. We first describe an algorithm, then state several theorems about its average cost, followed by a few remarks. After this, a lemma states the distribution of results of one basic step in the algorithm on random inputs, and a corollary expresses this as transition probability in a “lattice” (as explained in Section 3), and finally proofs of theorems. Out of space considerations, some theorems are left unproven; detailed proofs are in Ma (1987). At the end, we discuss the best and worst cases.

For many applications, such as inversion in a finite non-prime field, (rational, Hermite) interpolation, Padé approximation (see von zur Gathen 1986), and the decoder implementation of a variety of error-correcting codes (MacWilliams & Sloane 1977), one needs the “Extended Euclidean Algorithm” for $(A_1, A_2)$, which also calculates polynomials $S$, and
\( T_i \) for every remainder \( A_i \) with \( S_i A_1 + T_i A_2 = A_i \). It is easy to "extend" our algorithms in this sense; we do not do this here.

The main purpose of this paper is to show that we can determine exactly the average-case behavior of nontrivial algorithms.

## 2. The Classical Euclidean Algorithm

Let \( F \) be a finite field with \( p \) elements (so that \( p \) is a power of a prime), and let \( F[x] \) be the polynomial ring over \( F \) in the indeterminate \( x \). For \( 0 \leq n \leq m \), let \( P_n = \{ A \in F[x] \mid \deg A = m \} \) and \( P_{m,n} = P_m \times P_n \). Then \( \#P_{m,n} = (p-1)^2 p^{m+n} \). Applying the polynomial Euclidean algorithm to an input \((A_1, A_2) \in P_{m,n}\), we obtain a unique polynomial quotient sequence \((Q_1, \ldots, Q_{t-1})\) and a unique polynomial remainder sequence \((A_3, \ldots, A_t)\) such that

\[
\begin{align*}
A_1 &= Q_1 A_2 + A_3, \\
A_2 &= Q_2 A_3 + A_4, \\
& \vdots \\
A_{t-2} &= Q_{t-2} A_{t-1} + A_t, \\
A_{t-1} &= Q_{t-1} A_t,
\end{align*}
\]

where \( A_i \neq 0 \), \( \deg A_{i+1} < \deg A_i \) for \( 1 < i < t \). If \( a \in F \) is the leading coefficient of \( A_t \), then \( \gcd(A_1, A_2) = A_t/a \) is the monic scalar multiple of \( A_t \).

Let \( n_i = \deg Q_i \) for \( 1 \leq i < t \) and \( n_t = \deg A_t \). Then \((n_1, \ldots, n_t)\) has the following properties: \( n_1 = m-n \), \( n_i \geq 0 \), \( n_i > 0 \) (\( 1 < i < t \)). \( \sum_{i=2}^t n_i = n, 2 \leq t \leq n+2-m \). Each polynomial pair \((A_1, A_2)\) has an associated extended quotient sequence \((Q_1, \ldots, Q_{t-1}, A_t)\), which is called by Knuth (1970) the Euclidean representation of \((A_1, A_2)\), and \((n_1, \ldots, n_t)\) is the Euclidean representation pattern of \((A_1, A_2)\).

The Euclidean algorithm establishes a bijection between the set of polynomial pairs \((A_1, A_2)\) in \( P_{m,n} \) whose Euclidean representation is \((n_1, \ldots, n_t)\) and the set of finite sequences of \( t \geq 2 \) polynomials \((Q_1, \ldots, Q_{t-1}, A_t)\). There are precisely \((p-1)^2 p^{m+n} \) polynomial pairs \((A_1, A_2)\) in \( P_{m,n} \) whose Euclidean representation pattern is \((n_1, \ldots, n_t)\).

Let \( 0 \leq n \leq m \), \((u, v) \in P_{m,n}\), and \( u \neq 0 \). For any operation \( \omega \in \{ \div, -, x \} \), let \( d^\omega(u, v) \) denote the number of operations \( \omega \) used in the "synthetic" polynomial division algorithm for the division of \( u \) by \( v \) (Knuth 1981, p. 402). Then

\[
d^\div(u, v) = m - n + 1, \quad d^{\omega \cdot X}(u, v) = n(m - n + 1).
\]

In particular, all inputs \((u, v) \in P_{m,n}\) use the same number of arithmetic operations in \( F \). For any operation \( \omega \in \{ \div, -, x \} \), the computing time \( t^\omega \) of the Euclidean algorithm is a function from \( P_{m,n} \) to \( \mathbb{N} \) such that for any input \((A_1, A_2) \in P_{m,n}\), \( t^\omega(A_1, A_2) \) is the number of operations \( \omega \) performed in the Euclidean algorithm where each polynomial division is carried out by the "synthetic" polynomial division algorithm. Furthermore, \( t^\div\omega(A_1, A_2) \) denotes the number of polynomial divisions used.
Theorem 2.1. For \( 0 \leq n \leq m \) and \( \omega \in \{\text{div}, +, -, \times\} \), the average number \( t^\omega_{\text{ave}}(m, n, p) \) of operations \( \omega \) performed on (uniformly distributed) inputs from \( P_{m,n} \) satisfies

\[
\begin{align*}
t^\text{div}_{\text{ave}}(m, n, p) &= (1 - 1/p) n + 1, \\
t^\text{add}_{\text{ave}}(m, n, p) &= m + (1 - 1/p) n + 1 - (1 - p^{-n})/(p-1), \\
t^\text{mul}_{\text{ave}}(m, n, p) &= m n - (n^2)/p - n/(p-1) + p(1 - p^{-n})/(p-1)^2.
\end{align*}
\]

Remark 2.2. Knuth (1981, Ex. 4.6.1—4) obtains a similar result on \( t^\omega_{\text{ave}}(m, n, p) \). The fastest known algorithms to compute the Euclidean representation are based on a divide-and-conquer technique (Lehmer 1938) and use \( O(m \log^2 n \log \log n) \) arithmetic operations (Knuth 1976; Schönhage 1971; Moenck 1973). Strassen (1983) gives a detailed worst-case analysis and proves amazingly precise matching lower bounds.

Average case analysis of the Euclidean algorithm

For \( 0 \leq n \leq m \), let \( \tau : P_{m,n} \to \{0,1,\ldots,n-1\} \) be the mapping such that \( \tau(a_1, a_2) = \{\deg a_i \mid 3 \leq i \leq t\} \), where \( (a_3, \ldots, a_t) \) is the resulting polynomial remainder sequence of \( (a_1, a_2) \) in the Euclidean algorithm. For any subset \( S \subseteq \{0, 1, \ldots, n-1\} \) of size \( t-2 \), say \( S = \{s_2, \ldots, s_t\} \) with \( s_3 > s_4 > \cdots > s_t \), we have \#\(\tau^{-1}(S) = (p-1)^{t-2} \). If \( \tau(a_1, a_2) = S \), then \( (a_1, a_2) \) has the Euclidean representation pattern \( (m-n, n-s_3, s_3-s_4, \ldots, s_{t-1}-s_t, s_t) \).

Lemma 2.3. For \( 0 \leq n \leq m \), let \( (a_1, a_2) \) be uniformly distributed in \( P_{m,n} \) and \( S = \tau(a_1, a_2) \). Then the \( n \) events "\( k \in S \" (\( 0 \leq k \leq n-1 \)) are independent, and each occurs with probability \( 1 - 1/p \).

Proof. Let \( P_{m,n}^k = \{(a_1, a_2) \in P_{m,n} \mid k \in \tau(a_1, a_2)\} \). For any \( S \subseteq \{0, \ldots, n-1\} \) with \( k \notin S \), we have \#\(\tau^{-1}(S \cup \{k\}) = (p-1) \#\tau^{-1}(S) \). Thus \#\(P_{m,n}^k = (1 - 1/p) \#P_{m,n} \). Since \( \Pr[0 \notin S] = \Pr[\gcd(a_1, a_2) = 1] \), we obtain the following important proposition (see Knuth 1981, Ex. 4.6.1—5).

Proposition 2.4. For \( 0 \leq n \leq m \), let \( (a_1, a_2) \) be uniformly distributed in \( P_{m,n} \). Then \( A_1 \) and \( A_2 \) are relatively prime with probability \( 1 - 1/p \).

Proposition 2.5. For \( 0 \leq k \leq n \leq m \), let \( (a_1, a_2) \) be uniformly distributed in \( P_{m,n} \). Then

\[
\Pr[\deg \gcd(a_1, a_2) = k] = \begin{cases} (1 - 1/p) p^{-k}, & \text{if } k < n, \\ p^{-k}, & \text{if } k = n. \end{cases}
\]

Proof. For \( 0 \leq k < n \), it follows from Lemma 2.3 that

\[
\Pr[\deg \gcd(a_1, a_2) = k] = \Pr[k \in S, k-1 \notin S, \ldots, 0 \notin S] = (1 - 1/p) p^{-k},
\]

\[
\Pr[\deg \gcd(a_1, a_2) = n] = \Pr[n-1 \notin S, \ldots, 0 \notin S] = p^{-n}.
\]

Corollary 2.6. For \( 0 \leq n \leq m \), let \( (a_1, a_2) \) be uniformly distributed in \( P_{m,n} \). Then the average degree of \( \gcd(a_1, a_2) \) is \( (1 - p^{-n})/(p-1) < 1 \).
\textbf{Proof.} \( E[\deg \gcd(A_1, A_2)] = \sum_{k=0}^{n} k \times \Pr[\deg \gcd(A_1, A_2) = k]. \)

\textbf{Proof of Theorem 2.1.} For \( \omega \in \{\text{div, \divs, \divm, \divx}\} \) and \( (A_1, A_2) \in P_{m,n} \) with resulting remainder sequence \( (A_3, \ldots, A_t) \) and \( S = \tau(A_1, A_2) = \{\deg A_i \mid 3 \leq i \leq t\} \subseteq \{0, 1, \ldots, n - 1\} \), we have defined the following functions \( t^{\omega} : P_{m,n} \rightarrow \mathbb{N} \):

\[ t^{\omega}(A_1, A_2) = \sum_{1 \leq i \leq t} d^\omega(\deg A_i, \deg A_{i+1}) = d^\omega(m, n) + \sum_{2 \leq i \leq t} d^\omega(\deg A_i, \deg A_{i+1}), \]

where \( d^\text{div}(j, k) = 1 \), \( d^\text{div}(j, k) = j - k + 1 \), and \( d^\text{div}(j, k) = k(j - k + 1) \) for \( 0 \leq k \leq j \leq m \). Thus \( t^{\text{div}}(A_1, A_2) \) equals the number of polynomial divisions used in the Euclidean algorithm, \( t^{\text{div}}(A_1, A_2) \) equals the number of operations \( \div \) used in the ground field, and \( t^{\text{div}}(A_1, A_2) \) equals the number of operations \( \times \) used.

In order to derive \( t^{\omega}_{\text{ave}}(m, n, p) \), the average value of \( t^{\omega}(A_1, A_2) \) with \( (A_1, A_2) \) uniformly distributed in \( P_{m,n} \), we define the following random variables \( d^\omega_k \) and \( e_k \) \( (0 \leq k \leq n - 1) \):

\[ d^\omega_k = \begin{cases} d^\omega(\deg A_i, \deg A_{i+1}), & \text{if } \deg A_{i+1} = k \in S \text{ for some } i, \\ 0, & \text{if } k \notin S, \end{cases} \]

\[ e_k = \begin{cases} \deg A_i, & \text{if } \deg A_{i+1} = k \in S \text{ for some } i, \\ 0, & \text{if } k \notin S. \end{cases} \]

By Lemma 2.3, the events \( " k \in S" \) \( (0 \leq k \leq n - 1) \) are independent and each occurs with probability \( 1 - 1/p \). Therefore, for \( k + 1 \leq j \leq n - 1 \),

\[ \Pr[e_k = j] = \Pr[j \in S, \ j - 1 \notin S, \ j - 2 \notin S, \ldots, \ k + 1 \notin S \mid k \in S] = (1 - 1/p)^{k+1-j}, \]

\[ \Pr[e_k = n] = \Pr[n - 1 \notin S, n - 2 \notin S, \ldots, k + 1 \notin S \mid k \in S] = p^{k+1-n}. \]

These expressions depend only on \( j - k \) and \( n - k \), and thus for fixed \( k \) and \( k+1 \leq j \leq n \), the probability that \( e_k = j \) equals the probability that \( \deg \gcd(u, v) = j - k + 1 \) with \( (u, v) \) uniformly distributed in \( P_{m,n,k-1} \). By Corollary 2.6,

\[ \sum_{k+1 \leq j \leq n} \Pr[e_k = j] \times (j - k - 1) = (1 - p^{k+1-n})/(p - 1). \]

By definition, \( E[d^\omega_k] = \sum_{k \leq n} \Pr[e_k = j] \times d^\omega(j, k) \), and hence

\[ t^{\omega}_{\text{ave}}(m, n, p) = d^\omega(m, n) + \sum_{0 \leq k \leq n} \Pr[k \in S] \times E[d^\omega_k] \]

\[ = d^\omega(m, n) + (1 - 1/p) \sum_{0 \leq k \leq n} \sum_{k+1 \leq l \leq n} \Pr[e_k = j] \times d^\omega(j, k). \]

We distinguish the following three cases for \( \omega \in \{\text{div, \divs, \divm, \divx}\} \):

\textbf{Case 1:} \( \omega = \text{div} \). Then \( E[d^\text{div}_k] = 1 \), and \( t^{\omega}_{\text{ave}}(m, n, p) = 1 + (1 - 1/p) n \).

\textbf{Case 2:} \( \omega = \divs \). Then

\[ t^{\omega}_{\text{ave}}(m, n, p) = m - n + 1 + (1 - 1/p) \sum_{0 \leq k \leq n} \sum_{k+1 \leq l \leq n} \Pr[e_k = j] \times (j - k + 1) \]
\[ = m - n + 1 + (1 - 1/p) \sum_{0 \leq k \leq n} [2 + \sum_{k \leq j \leq n} \Pr(e_k = j) \times (j - k - 1)] \]

\[ = m - n + 1 + (1 - 1/p) \sum_{0 \leq k \leq n} [2 + (1 - p^{k+1-n})/(p-1)], \text{ by (3)} \]

\[ = m + (1 - 1/p) n + 1 - (1 - p^{-n})/(p-1). \]

Case 3: \( \omega = \div, -, \times \). Then

\[ t_{\text{ave}}^\omega(m, n, p) = n (m - n + 1) + (1 - 1/p) \sum_{0 \leq k \leq n} k \sum_{k \leq j \leq n} \Pr(e_k = j) \times (j - k + 1) \]

\[ = n (m - n + 1) + (1 - 1/p) \sum_{0 \leq k \leq n} k [2 + (1 - p^{k+1-n})/(p-1)], \text{ by (3)} \]

\[ = m n - (\binom{n}{2})/p - n/(p-1) + p (1 - p^{-n})/(p-1)^2. \]

**Best and Worst Case of the Euclidean Algorithm**

**Theorem 2.7.** For \( 0 \leq n \leq m \) and \( \omega \in \{\div, \div, -, \times\} \), let \( t_{\text{min}}^\omega(m, n, p) \) and \( t_{\text{max}}^\omega(m, n, p) \) be the minimum and maximum number, respectively, of operations \( \omega \) used on inputs from \( P_{m,n} \). Then

\[ t_{\text{min}}^\div(m, n, p) = 1, \quad t_{\text{max}}^\div(m, n, p) = n + 1, \]

\[ t_{\text{min}}^\times(m, n, p) = m - n + 1, \quad t_{\text{max}}^\times(m, n, p) = m + n + 1, \]

\[ t_{\text{min}}^\times(m, n, p) = n (m - n + 1), \quad t_{\text{max}}^\times(m, n, p) = m n. \]

**Proof.** For \( \omega \in \{\div, \div, -, \times\} \) and \((A_1, A_2) \in P_{m,n}\), recall the definition of \( t^\omega(A_1, A_2) \) in the proof of Theorem 2.1. For \( 0 \leq k \leq n - 1 \) and any \( S \subseteq \{0, \ldots, n - 1\} \) with \( k \notin S \), it is easy to see that \( t^\omega(A_1, A_2) < t^\omega(B_1, B_2) \), where \( \tau(A_1, A_2) = S \) and \( \tau(B_1, B_2) = S \cup \{k\} \). This reveals that \( t^\omega(A_1, A_2) \) is minimal if \( \tau(A_1, A_2) = \emptyset \) and maximal if \( \tau(A_1, A_2) = \{0, \ldots, n - 1\} \). The claims follow immediately from a simple calculation.

The minimum computing time occurs in the Euclidean algorithm for the input \((A_1, A_2)\) where \( A_2 \) divides \( A_1 \). The maximum computing time occurs, e.g., for the input \((A_1, A_2) = (x^{m-n} f_n + f_{n-1}, f_n)\), where \( f_n = \sum_{i=0}^{[n/2]} \binom{n-i}{i} x^{n-2i} \) is the \( n \)-th Fibonacci polynomial satisfying the recurrence relation \( f_n = x f_{n-1} + f_{n-2} \) with \( f_0 = 1 \) and \( f_1 = x \). \( g_n \) is the \( n \)-th Chebyshev polynomial of the second kind, then \( f_n = (\sqrt{-1})^n g_n(\sqrt{-1} x) \). This is similar to the fact that the maximum computing time occurs in the integer Euclidean algorithm for two consecutive Fibonacci numbers \( f_{n+1}(1) \) and \( f_n(1) \).

Collins (1974) shows that the maximum and average computing times of the integer Euclidean algorithm are of the same order. This is also true for the polynomial Euclidean algorithm in the sense that for fixed \( m, n \) and \( \omega \in \{\div, \div, -, \times\} \) (see Theorem 2.1),

\[ \lim_{p \to \infty} \frac{t_{\text{ave}}^\omega(m, n, p)}{t_{\text{max}}^\omega(m, n, p)} = 1. \]

A similar scenario occurs when the "degree size" \( m \) and \( n \) are of the same order of magnitude as the "coefficient size" \( \log p \), since then:

\[ \lim_{n \to \infty} \frac{t_{\text{ave}}^\omega(m, n, p)}{t_{\text{max}}^\omega(m, n, p)} = 1. \]
3. The Indeterminate Shift Euclidean Algorithm

For \( q, r \in F[x] \) and \( i \in \mathbb{N} \) with \( q \not\equiv F \) and \( r \neq 0 \), let \( q^i \parallel r \) denote that \( q^i \) divides \( r \) but \( q^{i+1} \) does not. Define \( \tilde{r} = r/x^i \) for \( x^i \parallel r \) if \( r \neq 0 \), and \( \tilde{r} = 0 \). For \( 0 \leq n \leq m \), also let \( \tilde{P}_m = \{ A \in P_m \mid x \nmid A \} \) and \( \tilde{P}_{m,n} = \tilde{P}_m \times \tilde{P}_n \). The indeterminate shift Euclidean algorithm is formulated as follows.

**Algorithm 3.1.** For \( 1 \leq n \leq m \) and the input \((A_1, A_2) \in \tilde{P}_{m,n}\), this algorithm computes \( \gcd(A_1, A_2) \).

1. **[Initialization]** For \( x^{l_A} \parallel A_1 \) and \( x^{l_B} \parallel A_2 \), let \( u \leftarrow A_1/x^{l_A}, v \leftarrow A_2/x^{l_B}, l \leftarrow \min(l_A, l_B) \). If \( \deg u < \deg v \) then swap \( u \) and \( v \).

2. **[Division and shifting]** Find the remainder such that \( u = qv + r \) and compute \( \tilde{r} \). If \( \tilde{r} = 0 \) then stop and return \( \gcd(A_1, A_2) = x^l \).

3. **[Resetting]** Set \( u \leftarrow v, v \leftarrow \tilde{r} \), and go to step 2.

We shall prove the following results:

**Theorem 3.2.** Let \( 1 \leq n \leq m \) and \((u, v)\) be uniformly distributed in \( \tilde{P}_{m,n} \). Then

\[
\Pr[\gcd(u, v) = 1] = \begin{cases} 
\left( 1 - \frac{1}{(p+1)} \right) \frac{1}{1-p^{2n}}, & \text{if } m > n, \\
\left( 1 - \frac{1}{(p+1)} \right) \frac{1}{1-2p^{1-2n}/(p-1)}, & \text{if } m = n.
\end{cases}
\]

**Remark 3.3.** For \((u, v)\) uniformly distributed in \( \tilde{P}_{m,n} \),

\[
\lim_{n \to \infty} \Pr[\gcd(u, v) = 1] = 1 - \frac{1}{(p+1)} > 1 - \frac{1}{p}.
\]

Here \( 1 - 1/p \) is the probability that \( \gcd(u, v) = 1 \) with \((u, v)\) uniformly distributed in \( P_{m,n} \). In fact, the probability that \( \gcd(u, v) = 1 \) with \((u, v)\) uniformly distributed in \( \tilde{P}_{m,n} \) is strictly greater than the same probability with \((u, v)\) uniformly distributed in \( P_{m,n} \) when \( n \geq 3 \).

**Theorem 3.4.** Let \( 1 \leq n \leq m \). The average number \( t\text{ave}(m, n, p) \) of polynomial divisions used in Algorithm 3.1 on inputs from \( \tilde{P}_{m,n} \) is \( \left( 1 - 2/(p+1) \right) n + 1 + \alpha(m, n, p) \), where \( \alpha(m, n, p) < 1 \) with \( \lim_{p \to \infty} \alpha(m, n, p) = 0 \) is given by

\[
\alpha(m, n, p) = \begin{cases} 
(p - p^{1-2n})/(p+1)^2, & \text{if } m > n, \\
(p^2 - 2p - 1 - 2p^{2-2n})/[(p-1)(p+1)^2], & \text{if } m = n.
\end{cases}
\]

**Remark 3.5.** By Theorem 2.1, the average number \( e\text{ave}(m, n, p) \) of polynomial divisions used in the classical Euclidean algorithm with a uniformly distributed input from \( P_{m,n} \), is \( (1 - 1/p) n + 1 \). For \( 2 \leq n \leq m \), \( t\text{ave}(m, n, p) \) is strictly smaller than \( e\text{ave}(m, n, p) \). However, for fixed \( m, n \) and large \( p \), both algorithms require \( n + 1 \) polynomial divisions for almost every input in the sense that

\[
\lim_{p \to \infty} t\text{ave}(m, n, p) = \lim_{p \to \infty} e\text{ave}(m, n, p) = n + 1.
\]
For a fair comparison of the two algorithms, we should consider the average cost of Algorithm 3.1 on inputs \((A_1, A_2)\) from \(P_{m,n}\), which by definition equals

\[
\sum_{0 \leq l_1 \leq m} \Pr[x^1 \mid A_1] \Pr[x^1 \mid A_2] \rho_{\text{av}}(m - l_1, n - l_2, p)
\]

with \(\rho_{\text{av}}(m - l_1, n - l_2, p) = \rho_{\text{av}}(n - l_2, m - l_1, p)\) if \(m - l_1 < n - l_2\). However, a calculation shows that this quantity equals \([1 - 2/(p + 1)]n + 1 + \beta(m, n, p)\), where \(\beta(m, n, p) < \alpha(m, n, p) < 1\) with \(\lim_{p \to \infty} \beta(m, n, p) = 0\). Therefore, the average computing time of Algorithm 3.1 with inputs from \(P_{m,n}\) is dominated by the computation for those inputs from \(P_{m,n}\).

**Theorem 3.6.** Let \(1 \leq n \leq m\). The average number of arithmetic operations used in Algorithm 3.1 on inputs from \(P_{m,n}\) is

\[
\gamma(m, n, p) = m \frac{n - m}{p + 1} \frac{[n^2 + 4p + 1]/(p - 1)(p + 1)^2]}{n + 1 + \epsilon(m, n, p)},
\]

\[
\epsilon(m, n, p) = \frac{2}{(p - 1)^2} \frac{n - m}{p + 1} \frac{p^2 - p - 1}{(p + 1)^2} + \frac{2}{(p - 1)^2} \frac{n - m}{p + 1} \frac{2p^2 - 3p - 3}{(p + 1)^2}.
\]

where \(\gamma(m, n, p) < 4\) and \(\epsilon(m, n, p) < 1\) are given by

**Remark 3.7.** For \(\omega \in \{-, x, +\}\), let \(\epsilon_{\text{av}}^{-\omega}(m, n, p)\) be the average number of operations \(\omega\) used in the classical Euclidean algorithm with a uniformly distributed input from \(P_{m,n}\). Then Theorems 2.1 and 3.6 reveal that for fixed \(m, n\) and large \(p\), both algorithms need the same number of arithmetic operations in the ground field for almost every input, i.e., \(m\) for operations \(-\), \(x\) and \(m + n + 1\) for operations \(\div\), in the sense that

\[
\lim_{p \to \infty} \epsilon_{\text{av}}^{-\omega}(m, n, p) = \lim_{p \to \infty} t_{\text{av}}^{-\omega}(m, n, p) = m n,
\]

\[
\lim_{p \to \infty} \epsilon_{\text{av}}^{+\omega}(m, n, p) = \lim_{p \to \infty} t_{\text{av}}^{+\omega}(m, n, p) = m + n + 1.
\]

Consequently, Algorithms 3.1 does not attain a significant reduction in computing time unless \(p\) is quite small. For the finite field \(F = \mathbb{Z}_p\) with only two elements, however, the average computing time of Algorithm 3.1 is significantly smaller than that of the classical Euclidean algorithm, as demonstrated in the following two facts (derived from Proposition 2.4, Theorems 2.1, 3.2, 3.4 and 3.6 by letting \(p = 2\)).

**Fact 3.8.** Let \(F = \mathbb{Z}_p\), and the input \((A_1, A_2)\) be uniformly distributed in \(P_{m,n}\) with degrees \(m \geq n \geq 1\) respectively. Then the probability that \(\gcd(A_1, A_2) = 1\) is \(\frac{1}{2}\); the average number of polynomial divisions used in the Euclidean algorithm is \(\frac{1}{2} n + 1\); the average number of operations \(-\), \(\times\) used is \(m \frac{n}{2} - \frac{4}{3} n^2 - \frac{2}{3} n + O(1)\); the average number of operations \(\div\) used is \(m + \frac{1}{2} n + O(1)\).
FACT 3.9. Let \( F = \mathbb{Z}_2 \), and the input \((A_1, A_2)\) be uniformly distributed in \( \hat{P}_{m,n} \) with degrees \( m \geq n \geq 1 \) respectively. Then the probability that \( \gcd(A_1, A_2) = 1 \) is \( \frac{3}{2} + O(4^{-n}) \); the average number of polynomial divisions used in the indeterminate shift Euclidean algorithm is \( \frac{1}{3} n + O(1) \); the average number of operations \(-\times\) used is \( m n - \frac{4}{3} n^2 - \frac{16}{9} n + O(1) \) for \( m > n \), and \( m n - \frac{1}{2} n^2 - \frac{4}{9} n + O(1) \) for \( m = n \); the average number of operations \(+\) used is \( m + \frac{1}{3} n + O(1) \).

**AVERAGE CASE ANALYSIS OF ALGORITHM 3.1**

In order to analyze Algorithm 3.1, we use the *lattice model* suggested by Knuth (1981, pp. 330-336) for examining the binary Euclidean algorithm for integers. Assuming that \((A_1, A_2)\) is uniformly distributed in \( \hat{P}_{m,n} \), we consider Algorithm 3.1 with input \((A_1, A_2)\).

To every pass through step 2, we associate with \((u, v)\) the point \((\deg u, \deg v)\) in \( \mathbb{N}^2 \) and trace the passage of the algorithm through points of the lattice \( \mathbb{N}^2 \). Throughout the algorithm, we have \( x \uparrow u \) and \( x \uparrow v \). If \((u, v)\) is uniformly distributed in \( \hat{P}_{m,n} \) and \( \deg u = k \), then \((v, \tilde{v})\) is uniformly distributed in \( \hat{P}_{m,k} \). Thus an analysis of Algorithm 3.1 can be performed by solving the following recurrence relation:

\[
S_{mn} = a + \sum_{0 \leq k < n} \Pr[\deg \tilde{v} = k] S_{nk}, \quad m \geq n \geq 1. \tag{4}
\]

This recurrence relation is quite informative about the indeterminate shift Euclidean algorithm. It will follow from Corollary 3.12 that for \( S_{n0} = 1 \), \( S_{mn} \) is the average number of polynomial divisions used for computing \( \gcd(A_1, A_2) \) if \( a = 1 \); \( S_{mn} \) is the probability that \( \gcd(A_1, A_2) = 1 \) if \( a = 0 \). Assuming the "synthetic" polynomial division algorithm and free indeterminate shifting, \( S_{mn} \) is the average number of operations \(-\times\) performed in Algorithm 3.1 if \( a = n(m - n + 1) \) and \( S_{n0} = 0 \); \( S_{mn} \) is the average number of operations \(+\) if \( a = m - n + 1 \) and \( S_{n0} = n + 1 \).

Let \( R_n = \{ A \in F[x] \mid \deg A < n \} \), \( \hat{R}_n = \{ A \in R_n \mid A(0) \neq 0 \} \), and \( R_n^0 = R_n - \hat{R}_n \). For \( k \geq 0, v \in \hat{P}_n \) and \( r \in \hat{R}_n \), also let \( Q_k(v, r) = \{ q \in P_k \mid q(0) v(0) + r(0) \neq 0 \} \). Then

\[
\#Q_k(v, r) = \begin{cases} p - 2, & \text{if } k = 0, \\ (p - 1)^2 p^{k-1}, & \text{if } k \geq 1. \end{cases} \tag{5}
\]

For \( \omega \in \{ +, \times \} \) and \( F_1, F_2 \subseteq F[x] \), let \( F_1 \omega F_2 = \{ f_1 \omega f_2 \mid f_1 \in F_1, f_2 \in F_2 \} \). The following lemma expresses in our notation the unique existence of quotients and remainders in polynomial divisions.

**LEMMA 3.10.** Let \( 1 \leq n \leq m \) and \( v \in \hat{P}_n \). Then

\[
\hat{P}_m = \left( \{ v \} \times \hat{P}_{m-n} + R_n^0 \right) \cup \left( \bigcup_{r \in \hat{R}_n} \left( \{ v \} \times Q_{m-n}(v, r) + \{ r \} \right) \right)
\]

is a disjoint union.

**COROLLARY 3.11.** For \( 1 \leq n \leq m \) and uniformly distributed \((u, v) \in \hat{P}_{m,n}\), let \( r \) be the remainder of \( u \) divided by \( v \). Then for \( f \in R_n \),

\[
\Pr[r = f] = \begin{cases} p^{-n}, & \text{if } m > n \text{ and } f \in R_n, \\ p^{1-n}/(p-1), & \text{if } m = n \text{ and } f \in R_n^0, \\ (p-2)p^{1-n}/(p-1)^2, & \text{if } m = n \text{ and } f \in \hat{R}_n. \end{cases}
\]
Proof. Applying Lemma 3.10, we have

\[
\Pr[r = f] = \begin{cases} 
\#\tilde{P}_{m-n}/\#\tilde{P}_m, & \text{if } m > n \text{ and } f \in \tilde{R}_n^2, \\
\#Q_{m-n}(v,f)/\#\tilde{P}_m, & \text{if } m > n \text{ and } f \in \tilde{R}_n, \\
\#P_n/v, & \text{if } m = n \text{ and } f \in \tilde{R}_n^2, \\
\#Q_0(v,f)/\#\tilde{P}_m, & \text{if } m = n \text{ and } f \in \tilde{R}_n.
\end{cases}
\]

Since \(\#\tilde{P}_m = (p-1)^2p^{m-1}\) and \(\#\tilde{P}_0 = p-1\), we complete the proof using (5). \(\Box\)

Corollary 3.12. Let \(m, n, u, v, r\) be as above, and let \(\tilde{r} = r/x^i\) where \(x^i \parallel r\) if \(r \neq 0\), and \(\tilde{0} = 0\). Then, for \(1 \leq k \leq n-1\),

\[
\Pr[\tilde{r} = 0] = \begin{cases} 
p_n, & \text{if } m > n, \\
p_{l-n}/(p-1), & \text{if } m = n, 
\end{cases}
\]

\[
\Pr[\deg \tilde{r} = 0] = \begin{cases} 
(p-1)n p^{-n}, & \text{if } m > n, \\
[(p-1)n-1]p^{l-n}/(p-1), & \text{if } m = n,
\end{cases}
\]

\[
\Pr[\deg \tilde{r} = k] = \begin{cases} 
(p-1)^2(n-k)p^{k-n}, & \text{if } m > n, \\
[(p-1)(n-k)-1]p^{k-n}, & \text{if } m = n.
\end{cases}
\]

Proof. By definition, \(\Pr[\tilde{r} = 0] = \Pr[r = 0]\). Also, for \(1 \leq k \leq n-1\),

\[
\Pr[\deg \tilde{r} = 0] = \sum_{w \in \mathcal{F} \setminus \{0\}} \sum_{0 \leq t < n} \Pr[r = w x^t], \quad \Pr[\deg \tilde{r} = k] = \sum_{f \in \mathcal{F}_0} \sum_{0 \leq t < n-k} \Pr[r = x^t f].
\]

The claims follow from a straightforward calculation using Corollary 3.11. \(\Box\)

Proof of Theorems 3.2 and 3.4. Let \(S_{m0} = 1\) in (4). Applying Corollary 3.12, we obtain the following set of double recurrence relations:

\[
S_{mn} = a + \frac{(p-1)n}{p^n} + \sum_{1 \leq k < n} \frac{(p-1)^2(n-k)}{p^{n+1-k}} S_{nk}, \quad m > n \geq 1,
\]

\[
S_{mn} = a + \frac{(p-1)n-1}{(p-1)p^n-1} + \sum_{1 \leq k < n} \frac{(p-1)(n-k)-1}{p^{n-k}} S_{nk}, \quad m = n \geq 1.
\]

Note that \(S_{mn} = S_{n+1,n}\) for \(m > n\). Let \(S_n = S_{n+1,n}\) and \(S'_n = S_{nn}\). This substitution into (6) and (7) gives

\[
S_n = a + \frac{(p-1)n}{p^n} + \frac{(p-1)^2}{p^{n+1}} \sum_{1 \leq k < n} (n-k) p^k S_k, \quad n \geq 1,
\]

\[
S'_n = a + \frac{(p-1)n-1}{(p-1)p^{n-1}} + \frac{1}{p^n} \sum_{1 \leq k < n} \frac{(p-1)(n-k)-1}{p^k} S_k, \quad n \geq 1.
\]

The above recurrences can be solved directly via generating functions; however, we prefer an alternative approach (see Knuth 1981, p. 332) which transform them first into
linear recurrence relations through the following manipulation:

\[ S_n - \frac{1}{p} S_{n-1} = (1 - \frac{1}{p}) a + \frac{p-1}{p^n} + \frac{(p-1)^2}{p^{n+1}} \sum_{1 \leq k < n} p^k S_k, \quad n \geq 2, \]

\[ S'_n - \frac{p}{p-1} S_n = -\frac{1}{p-1} a - \frac{1}{(p-1)^{n-1}} - \frac{p}{p^n} \sum_{1 \leq k < n} p^k S_k, \quad n \geq 1. \]

It follows that for \( n \geq 3 \), \( (S_n - \frac{1}{p} S_{n-1}) - \frac{1}{p} (S_{n-1} - \frac{1}{p} S_{n-2}) = (1 - \frac{1}{p})^2 a + (1 - \frac{1}{p})^2 S_{n-1} \).

Note that for \( n \geq 2 \),

\[ \frac{1}{p^n} \sum_{1 \leq k < n} p^k S_k = \frac{p}{p-1} \left[ S_n - \frac{1}{p} S_{n-1} - (1 - \frac{1}{p}) a - \frac{p-1}{p^n} \right]. \]

A straightforward calculation yields

\[ S_n = (1 + \frac{1}{p^2}) S_{n-1} - \frac{1}{p^2} S_{n-2} + (1 - \frac{1}{p})^2 a, \quad n \geq 3, \]

\[ S'_n = (\frac{p-2}{p-1}) S_n + \frac{1}{(p-1)^2} S_{n-1}, \quad n \geq 2. \]

Solving these linear recurrence relations with the initial values \( S_1 = a + 1 - 1/p \) and \( S_2 = 2a + 1 - [(2a + 1)/p^2] \) from (8), we obtain

\[ S_n = (1 - \frac{2}{p+1}) a n + \frac{(a-1) p-1}{(p+1)^2} p^{n-1} + \frac{2^{n-2}(2 + (2n-2) x + 2)}{(p+1)^2} \]

\[ S'_n = (1 - \frac{2}{p+1}) a n + \frac{(a-1) p-1}{(p+1)^2} p^{n-1} + \frac{2^{n-2}(2 + (2n-2) x + 2)}{(p+1)^2} \]

if \( n \geq 1 \),

if \( n \geq 2 \).

We observe that the above formula for \( S'_n \) also holds for \( n = 1 \). Let \( a = 0 \). Then the probability that \gcd(A_1, A_2) = 1 is \( S_n \) for \( m > n \) and \( S'_n \) for \( m = n \). This completes the proof of Theorem 3.2. The same argument with \( a = 1 \) proves Theorem 3.4.

The proof of Theorem 3.6 is similar and can be found in Ma (1987, pp. 43-51).

**Best and Worst Case of Algorithm 3.1**

Let \( 1 \leq n \leq m \) and \((A_1, A_2) \in \hat{P}_{m,n}\). For \( F \neq \mathbb{Z}_2 \), the indeterminate shift Euclidean algorithm has the same minimum and maximum computing times as the classical Euclidean algorithm (see Theorem 2.7). The minimum computing time occurs for the input \((A_1, A_2)\) where \( A_2 \) divides \( A_1 \). The maximum computing time occurs, e.g., for the following input \((A_1, A_2)\):

\[ A_1 = a x^{m-n} f''_n + f'_n \quad \text{and} \quad A_2 = f'_n, \quad \text{where} \quad a \in F \setminus \{0, -1\} \quad \text{and} \]

\[ f'_n = \sum_{0 \leq i \leq n} \binom{m - [(i+1)/2]}{i/2} x^{n-i} = x f'_{n-1} + f''_{n-2} \]

with the initial values \( f'_0 = 1 \) and \( f'_1 = x + 1 \). It is easy to see that \( f'_n = f_n + f_{n-1} \), where \( f_n \) is the \( n^{th} \) Fibonacci polynomial defined in Remark 2.2.

The situation with \( F = \mathbb{Z}_2 \) (i.e., \( p = 2 \)) is slightly different. Clearly, both algorithms still have the same minimum computing time for all \( 1 \leq n \leq m \). However, the two algorithms have the same maximum computing time only for \( m > n \), which occurs, for example, when the input \((A_1, A_2)\) in Algorithm 3.1 is \( A_1 = x^{m-n} f'_n + f''_{n-1} \) and \( A_2 = f'_n \).
In the case \( m = n \), Algorithm 3.1 uses at most \( n \) polynomial divisions rather than \( n + 1 \) in the Euclidean algorithm. As an example, we can construct the following worst-case input for \( m = n \geq 3 \): \( A_1 = x^2 f_{n-2} + f_{n-3} + x f_{n-2} \) and \( A_2 = x^3 f_{n-2} + f_{n-3} \). This gives

\[
\begin{align*}
t_\text{max}^- (n, n, p) &= 1 + t_\text{max}^+ (n, n - 2, p) = 1 + n + (n - 2) + 1 = 2n, \\
t_\text{max}^X (n, n, p) &= n + t_\text{max}^- (n, n - 2, p) = n + n(n - 2) = n^2 - n,
\end{align*}
\]

which are just slightly better than \( e_\text{max}^- (n, n, p) = 2n + 1 \) and \( e_\text{max}^X (n, n, p) = n^2 \) in the classical Euclidean algorithm.

4. The Linear Factor Shift Euclidean Algorithm

The indeterminate shift Euclidean algorithm in Section 3 can be extended to perform linear factor shifting, namely, to remove all linear factors from the resulting polynomial remainder after each division. We have not been able to give a complete and exact analysis for this new algorithm over an arbitrary finite field, but we do so for \( F = \mathbb{Z}_2 \). Polynomial arithmetic over \( \mathbb{Z}_2 \) has a strong analogy to binary arithmetic. In this case, subtractions and additions in the ground field are the same operations, and each \(-, \times \) operation amounts to just one bit operation. Also, the computation of a polynomial remainder is equivalent to a sequence of conditional polynomial subtractions. Therefore, there is no need to count arithmetic operations like \(+, \times \) for our Euclidean algorithms over \( \mathbb{Z}_2 \).

The following proposition gives an estimate on linear factors in a uniformly distributed polynomial over any finite field \( F \) with \( p \geq 2 \) elements (Knuth 1981, Ex. 4.6.2-11; Ma 1987, pp. 53-55).

**Proposition 4.1.** Let \( n \geq 2 \) and \( f \) be a uniformly distributed polynomial from \( P_n \). Then the probability that \( f \) has a linear factor is \( 1 - \sum_{i=0}^{n} (-1)^i \binom{n}{i} p^{-i} > 1 - e^{-1} > 1/2 \); the average number of linear factors in \( f \) is \( p (1 - p^{-n})/(p - 1) > 1 \).

In particular, for \( F = \mathbb{Z}_2 \) the probability that \( f \) has a linear factor is \( 3/4 \), and the average number of linear factors in \( f \) is \( 2 (1 - 2^{-n}) \).

Let \( f = x^{m_k} + x^{m_{k-1}} + \cdots + x^{m_1} \in \mathbb{Z}_2[x] \), \( n = m_k > m_{k-1} > \cdots > m_1 \geq 0 \). If \( k \) is odd then \( f \) has no factor \( x + 1 \). Otherwise, the following holds:

\[
\frac{f}{x + 1} = x^{m_k-1} + x^{m_k-2} + \cdots + x^{m_{k-1}} + x^{m_{k-2}} + \cdots + x^{m_2} + x^{m_1}.
\]

This suggests that we can remove the factor \( x + 1 \) from a polynomial over \( \mathbb{Z}_2 \) through some shifting and copying operations, and the cost of doing this is \( O(n) \) bit operations. For the convenience of analysis, we will assume that this removal is free of charge. The skeptical reader might argue that the savings reported for the new algorithms in Sections 4 and 6 are due to this admittedly optimistic assumption. However, one can imagine fine-tuned fast subroutines (or maybe even hardware) to perform these shifts very quickly; they would not be of (asymptotic) help in the standard Euclidean algorithm. It should
be pointed out that for an arbitrary finite field with \( p > 2 \) elements, the cost of removing linear factors cannot be ignored.

The linear factor shift Euclidean algorithm in the following is formulated only for \( \mathbb{Z}_2 \), but can be easily extended for any finite field.

For \( 2 \leq n \leq m \), let \( \mathbb{P}(n, m) = \mathbb{P}_n \times \mathbb{P}_m \) where \( \mathbb{P}_m \) is the set of linear factor free polynomials of degree \( m \). For \( r \in \mathbb{Z}_2[x] \) and \( r \neq 0 \), let \( \bar{r} = r/[x^{k_1}(x+1)^{k_2}] \) where \( x^{k_1} \parallel r \) and \( (x+1)^{k_2} \parallel r \), and \( 0 = 0 \).

**Algorithm 4.2.** Given the input \((A_1, A_2) \in \mathbb{P}(m, n) (m \geq n \geq 2)\), this algorithm outputs \( \gcd(A_1, A_2) \).

1. **[Initialization]** For \( x^{k_1} \parallel A_1, x^{k_2} \parallel A_2, (x+1)^{l_1} \parallel A_1, \) and \( (x+1)^{l_2} \parallel A_2 \), let \( u = A_1/[x^{k_1}(x+1)^{l_1}], v = A_2/[x^{k_2}(x+1)^{l_2}], k \leftarrow \min(k_1, k_2), \) and \( l \leftarrow \min(l_1, l_2) \). If \( \deg v > \deg u \) then swap \( u \) and \( v \).

2. **[Division and shifting]** Find the remainder \( r \in R_n \) such that \( u = q v + r \) and compute \( \bar{r} \). If \( r = 0 \), then stop and return \( \gcd(A_1, A_2) = x^k(x+1)^l v \).

3. **[Resetting]** Set \( u \leftarrow v, v \leftarrow \bar{r} \). Go to step 2.

**Theorem 4.3.** Let \( 2 \leq n \leq m \) and \((A_1, A_2)\) be uniformly distributed in \( \mathbb{P}(m, n) \). Then the probability that \( \gcd(A_1, A_2) = 1 \) equals \( \frac{3}{5} + \kappa(m, n) \), where \( \kappa(m, n) \leq \frac{1}{9} \) with \( \lim_{n \to \infty} \kappa(m, n) = 0 \) is given by

\[
\kappa(m, n) = \begin{cases} 
\frac{1}{5} (3n - 11) 4^{1-n}, & \text{if } m > n + 1, \\
\frac{1}{5} (3n - 5) 4^{2-n}, & \text{if } m = n + 1, \\
-\frac{2}{5} (3n - 2) 4^{2-n}, & \text{if } m = n.
\end{cases}
\]

**Theorem 4.4.** Let \( 2 \leq n \leq m \), and \( \delta_n = \frac{1}{4} \) if \( n = 2 \), and \( \delta_n = 0 \) otherwise. Then the average number \( t_{\text{ave}}(m, n) \) of polynomial divisions used in Algorithm 4.2 on inputs from \( \mathbb{P}(m, n) \) is \( \frac{1}{n} + \lambda(m, n) \), where \( \lambda(m, n) < 2 \) is given by

\[
\lambda(m, n) = \begin{cases} 
\frac{41}{28} - \frac{1}{5} (3n - 17) 4^{1-n} - \delta_n, & \text{if } m > n + 1, \\
\frac{41}{28} - \frac{1}{5} (3n - 11) 4^{2-n} - \delta_n, & \text{if } m = n + 1, \\
\frac{41}{28} + \frac{2}{5} (3n - 8) 4^{2-n} + \delta_n, & \text{if } m = n.
\end{cases}
\]

**Theorem 4.5.** Let \( 2 \leq n \leq m \), and \( \delta_n \) as above. Then the average number \( t_{\text{ave}}(m, n) \) of operations – used in Algorithm 4.2 on inputs from \( \mathbb{P}(m, n) \) is \( mn - \frac{2}{3} n^2 - \frac{22}{24} n + \mu(m, n) \), where \( \mu(m, n) < 5 \) is given by

\[
\mu(m, n) = \begin{cases} 
\frac{72}{18} - \frac{2}{9} 4^{2-n} - \delta_n, & \text{if } m > n + 1, \\
\frac{86}{18} - (n - 2) 2^{3-n} - \frac{2}{9} 4^{3-n} - \delta_n, & \text{if } m = n + 1, \\
\frac{5}{9} - \frac{1}{2} n + (3n - 5) 2^{3-n} + \frac{1}{9} 4^{4-n} + \delta_n, & \text{if } m = n.
\end{cases}
\]
Theorem 4.4 indicates that the linear factor shift Euclidean algorithm runs on average twice as fast as the classical Euclidean algorithm in the sense of number of polynomial divisions used (divisions by \( x \) and \( x + 1 \) are not counted). In comparison with the Euclidean algorithm and the indeterminate shift Euclidean algorithm (see Facts 3.8 and 3.9), the linear factor shift Euclidean algorithm uses on average the fewest arithmetic operations in \( \mathbb{Z}_2 \), while the Euclidean algorithm uses the most arithmetic operations.

Our results are stated for inputs from \( P^0_{m,n} \), for which the initialization step is trivial. It is then easy to obtain the corresponding results for average inputs from \( P_{m,n} \) (see Remark 3.5).

**Average Case Analysis of Algorithm 4.2**

As in Section 3, we can analyze the linear factor shift Euclidean algorithm by solving the following recurrence relation:

\[
S_{mn} = a + \sum_{0 \leq k < n} \Pr[\deg \tilde{r} = k] S_{nk}, \quad m \geq n \geq 2.
\]  

(9)

Assuming that \( (A_1, A_2) \) is uniformly distributed in \( P^0_{m,n} \), Corollary 4.9 below yields that for \( S_{n0} = 1 \), \( S_{mn} \) is the average number of polynomial divisions used in Algorithm 4.2 for computing \( \gcd(A_1, A_2) \) if \( a = 1 \); \( S_{mn} \) is the probability that \( \gcd(A_1, A_2) = 1 \) if \( a = 0 \). If the “synthetic” polynomial division algorithm is used, then \( S_{mn} \) is the average number of operations — used in Algorithm 4.2 for \( a = n(m - n + 1) \) and \( S_{n0} = 0 \).

For \( n \geq 2 \) and \( x \in \mathbb{Z}_2 \), let \( \{P^0_n, P^1_n, P^0_1, P^0_{01}\} \) and \( \{P^0_n, R^0_n, R^1_n, R^0_{01}\} \) be the following partitions of \( P_n \) and \( R_n \):

\[
P^v_n = \{ f \in P_n \mid \forall a \in \mathbb{Z}_2 f(a) = 0 \iff a \in v \},
\]

\[
R^v_n = \{ f \in R_n \mid \forall a \in \mathbb{Z}_2 f(a) = 0 \iff a \in v \}.
\]

It is easy to see that each of the eight sets \( P^v_n \) and \( R^v_n \) contains exactly \( 2^{n-2} \) polynomials. The following lemma expresses in our notation the unique existence of quotients and remainders of polynomial divisions.

**Lemma 4.7.** Let \( 2 \leq n \leq m \) and \( v \in P^0_n \). Then \( P^0_m = (\{v\} \times P^0_{m-n} + R^0_{m-n}) \cup (\{v\} \times P^0_{m-n} + R^0_{m-n}) \cup (\{v\} \times P^0_{m-n} + R^0_{m-n}) \) is a disjoint union.

**Corollary 4.8.** For \( 2 \leq n \leq m \) and uniformly distributed \( (u,v) \in P^0_{m,n} \), let \( r \) be the remainder of \( u \) divided by \( v \). Then \( r \) is uniformly distributed in \( R_n \) if \( m > n + 1 \); \( r \) is uniformly distributed in \( R^0_{m-n} \cup R^1_{m-n} \) if \( m = n + 1 \); \( r \) is uniformly distributed in \( R^0_{m-n} \) if \( m = n \).

**Corollary 4.9.** Let \( m, n, u, v, r \) be as above, and let \( \tilde{r} = r/(x^{k_1}(x + 1)^{k_2}) \), where \( x^{k_1} \parallel r \) and \( (x + 1)^{k_2} \parallel r \) if \( r \neq 0 \), and \( 0 = 0 \). Then \( \Pr[\deg \tilde{r} = 1] = 0 \), and for \( 2 \leq k \leq n - 1 \),

\[
\Pr[\tilde{r} = 0] = \begin{cases} 2^{-n}, & \text{if } m > n + 1, \\ 0, & \text{if } m = n + 1, \\ 2^{2-n}, & \text{if } m = n, \end{cases}
\]
\[
\Pr[\deg \bar{r} = 0] = \begin{cases} 
  n(n+1)2^{-n-1}, & \text{if } m > n+1, \\
  (n-1)2^{-n}, & \text{if } m = n+1, \\
  (n-2)(n-1)2^{1-n}, & \text{if } m = n,
\end{cases}
\]

\[
\Pr[\deg \bar{r} = k] = \begin{cases} 
  (n-k)(n-k+1)2^{k-n-3}, & \text{if } m > n+1, \\
  (n-k-1)2^{k-n}, & \text{if } m = n+1, \\
  (n-k-2)(n-k-1)2^{k-n-1}, & \text{if } m = n.
\end{cases}
\]

**Proof.** By definition, \(\Pr[\deg \bar{r} = 1] = 0\), and \(\Pr[\bar{r} = 0] = \Pr[r = 0]\). Also,

\[
\Pr[\deg \bar{r} = 0] = \sum_{0 \leq i < n} \sum_{k_1 + k_2 = i} \Pr[r = x^{k_1}(x+1)^{k_2}],
\]

\[
\Pr[\deg \bar{r} = k] = \sum_{f \in \mathbb{F}_p^\#} \sum_{0 \leq i < n-k} \sum_{k_1 + k_2 = i} \Pr[r = x^{k_1}(x+1)^{k_2} f].
\]

A simple calculation using Corollary 4.8 completes the proof. \(\square\)

**Proof of Theorems 4.3 and 4.4.** Let \(S_m = 1\) in (9). Applying Corollary 4.9, we obtain the following set of triple recurrence relations for \(n \geq 2\):

\[
S_{mn} = a + \frac{n(n+1)}{2^{n+1}} + \sum_{2 \leq k < n} \frac{(n-k)(n-k+1)}{2^{n-k+3}} S_{nk}, \quad \text{if } m > n+1,
\]

\[
S_{mn} = a + \frac{n-1}{2^{n-2}} + \sum_{2 \leq k < n} \frac{(n-k-1)}{2^{n-k}} S_{nk}, \quad \text{if } m = n+1,
\]

\[
S_{mn} = a + \frac{(n-2)(n-1)}{2^{n-1}} + \sum_{2 \leq k < n} \frac{(n-k-2)(n-k-1)}{2^{n-k+1}} S_{nk}, \quad \text{if } m = n.
\]

Note that \(S_{mn} = S_{n+2,n}\) for \(m \geq n+2\). Let \(S_n = S_{n+2,n}, S'_n = S_{n+1,n}\) and \(S''_n = S_{nn}\).

This substitution into the above recurrence relations gives

\[
S_n = a + \frac{n(n+1)}{2^{n+1}} + \frac{1}{2^{n+3}} \sum_{2 \leq k \leq n-2} (n-k)(n-k+1)2^k S_k + \frac{1}{8} S'_{n-1}, \quad (10)
\]

\[
S'_n = a + \frac{(n-1)}{2^{n-2}} + \frac{1}{2^n} \sum_{2 \leq k \leq n-2} (n-k-1)2^k S_k, \quad (11)
\]

\[
S''_n = a + \frac{(n-2)(n-1)}{2^{n-1}} + \frac{1}{2^{n+1}} \sum_{2 \leq k \leq n-2} (n-k-2)(n-k-1)2^k S_k.
\]

By a manipulation similar to the one used in the proof of Theorems 3.2 and 3.4, we can transform the above recurrence relations into the following:

\[
S_n - \frac{3}{2} S_{n-1} + \frac{9}{16} S_{n-2} = -\frac{1}{16} S_{n-3} = \frac{9}{64} a, \quad \text{if } n \geq 6,
\]

\[
S'_n - S'_{n-1} + \frac{1}{4} S'_{n-2} = \frac{1}{4} a + \frac{1}{4} S'_{n-2}, \quad \text{if } n \geq 5,
\]

\[
S''_n = S_{n-2} + \frac{1}{8} S_{n-3} - \frac{1}{8} S''_{n-3}, \quad \text{if } n \geq 5.
\]
Solving these linear recurrence relations with the initial values \( S_3 = \frac{9}{8}a + \frac{7}{8}, \ S_4 = \frac{24}{16}a + \frac{67}{64}, \ S_5 = \frac{1029}{128}a + \frac{67}{64}, \ S'_3 = a + 1 \) and \( S'_4 = \frac{3}{4}a + \frac{11}{16} \) from (10) and (11), we obtain

\[
S_n = \frac{1}{4}an + \frac{1}{3}(-2a + 1)n4^{1-n} + \frac{1}{9}(28a - 11)n4^{1-n} + \frac{11}{96}a + \frac{8}{9}, \quad \text{if } n \geq 3,
\]

\[
S'_n = \frac{1}{4}an + \frac{1}{3}(-2a + 1)n4^{2-n} + \frac{1}{9}(16a - 5)n4^{2-n} + \frac{11}{96}a + \frac{8}{9}, \quad \text{if } n \geq 3,
\]

\[
S''_n = \frac{1}{4}an + \frac{1}{3}(2a - 1)n4^{1-n} + \frac{1}{9}(-5a + 1)n4^{1-n} - \frac{7}{96}a + \frac{8}{9}, \quad \text{if } n \geq 5.
\]

We observe that the above formula for \( S''_n \) also holds for \( n = 3, 4 \). Let \( a = 0 \). Then the probability is \( S''_n \) for \( m > n + 1 \), \( S'_n \) for \( m = n + 1 \), and \( S''_n \) for \( m = n \). Since \( S_2 = \frac{3}{4}, \ S'_2 = 1 \) and \( S''_2 = 0 \), this completes the proof of Theorem 4.3. The same argument with \( a = 1 \) proves Theorem 4.4.

The proof of Theorem 4.5 is similar and is omitted here (see Ma 1987, pp. 67-72).

**Best and Worst Case of Algorithm 4.2**

For \( a, b \in \mathbb{Z} \) with \( b > 1 \) we denote by \( a \mod b \) the remainder of \( a \) on division by \( b \), i.e.,

\[
c = a \mod b \text{ if and only if } 0 \leq c < b \text{ and } c \equiv a \mod b.
\]

**Theorem 4.10.** For \( 2 \leq n \leq m \) and \( \omega \in \{\text{div}, \ -\} \), let \( t'_{\omega \text{ min}}(m, n) \) and \( t'_{\omega \text{ max}}(m, n) \) be the minimum and maximum number of operations \( \omega \) performed on inputs from \( \mathbb{P}^\omega_{m,n} \). Then we have

\[
t'_{\omega \text{ min}}(m, n) = \begin{cases} 
1, & \text{if } m \neq n + 1, \\
2, & \text{if } m = n + 1,
\end{cases}
\]

\[
t'_{\omega \text{ max}}(m, n) = \begin{cases} 
\lceil \frac{(2n + 1)/3} \rceil, & \text{if } m > n + 1, \\
\lceil \frac{2n/3} \rceil, & \text{if } m = n + 1, \\
\lceil \frac{(2n - 2)/3} \rceil, & \text{if } m = n,
\end{cases}
\]

\[
t'_{\omega \text{ max}}(m, n) = \begin{cases} 
\lceil \frac{(n^2 + n + 3)/6 - (-n \mod 3)} \rceil, & \text{if } m > n + 1, \\
\lceil \frac{(2n^2 + 3n - 2)/6} \rceil - (n \mod 3), & \text{if } m = n + 1, \\
\lceil \frac{(5n^2 - 7n)/6} \rceil - 1 - (-n \mod 3), & \text{if } m = n \geq 5, \\
n, & \text{if } 2 \leq m = n \leq 4.
\end{cases}
\]

**Lemma 4.11.** For \( 2 \leq n \leq m \) and \( \omega \in \{\text{div}, \ -\} \), \( t'_{\omega \text{ max}} \) is monotonically increasing in both arguments:

\[
t'_{\omega \text{ max}}(m + 1, n) \geq t'_{\omega \text{ max}}(m, n) \quad \text{if } m \geq n + 1,
\]

\[
t'_{\omega \text{ max}}(m, n + 1) \geq t'_{\omega \text{ max}}(m, n) \quad \text{if } m \geq n + 2.
\]

**Proof.** Let \( (A_1, A_2) \in \mathbb{P}^\omega_{m,n} \) with cost \( t'_{\omega \text{ max}}(m, n) \), and write \( A_1 = Q_1 + A_2 + A_3 \) with \( \deg A_3 < \deg A_2 \). To prove (12), let

\[
B_1 = A_1 + x^{-m-n}(x + 1)A_2 = (Q_1 + x^{-m-n}(x + 1))A_2 + A_3.
\]

Then \( (B_1, A_2) \in \mathbb{P}^\omega_{m+1,n} \) and the computation of Algorithm 4.2 after the first step is the same for \( (A_1, A_2) \) and \( (B_1, A_2) \). It follows that

\[
t'_{\omega \text{ max}}(m + 1, n) \geq t'_{\omega}(B_1, A_2) \geq t'_{\omega}(A_1, A_2) = t'_{\omega \text{ max}}(m, n).
\]
As for (13), it is easy to check for $n = 2, 3$, and we now assume $n \geq 4$. Then $A_3 \neq 0$. We write $A_2 = Q_2A_3 + A_4$ with $\deg A_4 < \deg A_3$. We have to consider three cases. First assume that $n_3 = \deg A_3 = n - 1$, and let

$$B_2 = z(x+1)\bar{A}_3 + \bar{A}_4, \quad B_1 = x^{m-n-1}B_2 + (x+1)\bar{A}_3.$$ 

If $\bar{A}_4 = 0$, we use $B_2 = (x^2 + x + 1)\bar{A}_3$. Then $(B_1, B_2) \in P_{m,n+1}^\theta$ and the algorithm proceeds through $(B_1, B_2) \to (B_3, \bar{A}_3) \to (A_3, \bar{A}_4)$. For $\omega \in \{\text{div}, -\}$, recall the definition of $d^\omega$ in (2). We have

$$t_\max^\omega(m, n+1) \geq t^\omega(B_1, B_2) \geq t^\omega(\bar{A}_3, \bar{A}_4) \geq t^\omega(m, n) + d^\omega(n+1, n-1) + t^\omega(\bar{A}_3, \bar{A}_4) \geq t^\omega(A_1, A_2) = t_\max^\omega(m, n),$$

with strict inequality for $\omega = -1$. So now we may assume that $n_3 \leq n - 2$. We first deal with the case that $m \geq n + 3$. Let

$$B_2 = zA_2 + (x+1)\bar{A}_3, \quad B_1 = x^{m-n-2}(x+1)B_2 + A_2.$$ 

Then $(B_1, B_2) \in P_{m,n+1}^\theta$, and $(B_1, B_2) \to (B_2, A_2) \to (A_2, \bar{A}_3)$. It follows that $t^\omega(B_1, B_2) > t^\omega(A_1, A_2)$.

We now come to the last case, where $n_3 \leq n - 2$ and $m = n + 2$. Take any $(C_2, C_3) \in P_{n,n+2}^\theta$ with cost $t^\omega_\max(n, n-2)$, and write $C_2 = P_2C_3 + C_4$, with $\deg C_4 < \deg C_3$. Let

$$B_2 = z^2(x+1)\bar{C}_3 + \bar{C}_4, \quad B_1 = zB_2 + (x+1)\bar{C}_3.$$ 

If $\bar{C}_4 = 0$, we use $B_2 = (x^2 + x + 1)\bar{C}_3$. Then $(B_1, B_2) \in P_{n+2,n+4}^\theta$, and $(B_1, B_2) \to (B_2, C_3) \to (C_3, C_4)$. We have $t^\omega_\max(n, n-2) \geq t^\omega_\max(n, n_3) \geq t^\omega(\bar{A}_2, \bar{A}_3)$; this is clear if $n_3 = n - 2$, and follows from the previous cases if $n_3 \leq n - 3$ (provided that $n_3 \geq 2$; otherwise it is trivial). It follows that

$$t^\omega_\max(n+2, n+1) \geq t^\omega(B_1, B_2) \geq t^\omega(n+2, n) + d^\omega(n+1, n-2) + t^\omega(\bar{C}_3, \bar{C}_4) \geq t^\omega(n+2, n) + t^\omega_\max(n, n-2) \geq t^\omega(n+2, n) + t^\omega(A_2, A_3) \geq t^\omega(A_1, A_2) = t^\omega_\max(n+2, n).$$

**Proof of Theorem 4.10.** By Corollary 4.8, we have $t^\text{div}_{\min}(m, n) = 1$ for $m \neq n + 1$, since there exists $(A_1, A_2) \in P_{m,n}^\theta$ such that $A_2$ divides $A_1$. For $m = n + 1$, we have $t^\text{div}_{\min} = 2$, since there exists $(A_1, A_2) \in P_{m,n}^\theta$ such that $A_1 = (x+1)A_2 + z$. The minimum number $t^\text{div}_{\min}(m, n)$ of operations performed is clearly $n(m - n + 1)$ for all $m \geq n + 2$.

We first prove that the stated values are upper bounds on $t^\omega_\max$. Intuitively, for $m \geq n + 2$ Algorithm 4.2 has the worst behavior if for every pass through step 2, the associated "lattice point" $(\deg u, \deg v)$ changes according to the following pattern:

$$(m, n) \to (n, n-1) \to (n-1, n-3) \to (n-3, n-4) \to (n-4, n-6) \to \cdots.$$
More formally, we have the following inequalities for \( n \geq 5 \) by Corollary 4.8 and (13):

\[
\begin{align*}
t_{\text{div}}(n+2,n) &\leq 1 + t_{\text{max}}(n,n-1) \leq 2 + t_{\text{div}}(n-1,n-1) \leq 2 + t_{\text{div}}(n-1,n-3), \\
t_{\text{max}}(n+2,n) &\leq 3n + t_{\text{max}}(n,n-1) \leq 5n - 2 + t_{\text{max}}(n-1,n-3).
\end{align*}
\]

Note that \( t_{\text{div}}(4,2) \leq 2, t_{\text{div}}(5,3) \leq 3, t_{\text{div}}(6,4) \leq 3, t_{\text{max}}(4,2) \leq 2, t_{\text{max}}(5,3) \leq 6, t_{\text{max}}(5,4) \leq 13, t_{\text{max}}(6,4) \leq 18. \) We obtain, for \( n \geq 2, \)

\[
t_{\text{div}}(n+2,n) \leq \lceil (2n+1)/3 \rceil, \quad t_{\text{max}}(n+2,n) \leq \lceil (5n^2 + 11n)/6 \rceil - (n \text{ rem } 3). \quad (14)
\]

By Corollary 4.8 and (13), the following holds for \( m \geq n + 2: \)

\[
\begin{align*}
t_{\text{div}}(m,n) &\leq 1 + t_{\text{div}}(n,n-1), & t_{\text{max}}(m,n) &\leq n(m-n+1) + t_{\text{max}}(n,n-1), \\
t_{\text{div}}(m+1,n) &\leq 1 + t_{\text{div}}(n,n-2), & t_{\text{max}}(m+1,n) &\leq 2n + t_{\text{max}}(n,n-2), \\
t_{\text{div}}(m,n) &\leq 1 + t_{\text{div}}(n,n-3), & t_{\text{max}}(m,n) &\leq n + t_{\text{max}}(n,n-3).
\end{align*}
\]

Note that \( t_{\text{max}}(n,n) = n \) for \( 2 \leq n \leq 4, t_{\text{max}}(m,1) = 0 \) since \( P_n^\emptyset = \emptyset, \) and \( t_{\text{div}}(m,0) = 1, t_{\text{max}}(m,0) = 0. \) The claimed upper bounds for \( t_{\text{max}} \) follow from a straightforward calculation using (14).

To prove that these are also lower bounds, we exhibit the following \( (A_1, A_2) \in P_n^\emptyset, \) for which the bounds are attained. This property is checked by verifying that one application of steps 2 and 3 of Algorithm 4.2 transforms any such pair into another pair on the list, and that all of the given inequalities are actually equalities in this case.

- \( A_1 = x(x+1)^{m-n-1}t_n + s_{n-1} \) and \( A_2 = t_n \) for \( m \geq n + 2 \geq 4, \)
- \( A_1 = t_n+1 \) and \( A_2 = s_n \) for \( m = n + 1 \geq 3, \)
- \( A_1 = x(x+1)^2t_{n-3} + x(x+1)t_{n-3} + s_{n-4} \) and \( A_2 = x(x+1)^2t_{n-3} + s_{n-4} \) for \( m \geq 5. \)

Here \( s_n, t_n \in P_n^\emptyset \) for \( m \geq 4 \) are defined by \( s_n = x(x+1)t_{n-2} + s_{n-3} \) and \( t_n = (x+1)s_{n-1} + x t_{n-3} \) with the initial values \( s_1 = t_1 = 1, s_2 = t_2 = x^2 + x + 1, \) and \( s_3 = t_3 = x^3 + x + 1. \) \( \square \)

5. The Subtractive Indeterminate Shift Algorithm

Analogous to the binary shift Euclidean algorithm for computing integer gcd's, the indeterminate shift algorithm computes polynomial gcd's using only polynomial subtractions and divisions by \( x. \) The algorithm works for any finite field, but we formulate and analyze it only for \( \mathbb{Z}_2. \)

Algorithm 5.1. Given the input \( (A_1, A_2) \in P_{m,n} \) \( (m \geq n \geq 1), \) this algorithm computes \( \gcd(A_1, A_2). \)

1. [Initialization] For \( x^{k_1} \parallel A_1 \) and \( x^{k_2} \parallel A_2, \) let \( u \leftarrow A_1/x^{k_1}, v \leftarrow A_2/x^{k_2}, \) and \( k \leftarrow \min(k_1, k_2). \) If \( \deg v > \deg u, \) then swap \( u \) and \( v. \) Stop and return \( \gcd(A_1, A_2) = x^k \) if \( \deg v = 0. \)
2. [Subtraction and shifting] Let \( r = u - v \) and compute \( \tilde{r} \), as defined in Section 3. If \( \tilde{r} = 0 \) or \( \tilde{r} = 1 \), then stop and return \( \gcd(A_1, A_2) = x^k v \) or \( \gcd(A_1, A_2) = x^k \), respectively.

3. [Resetting] If \( \deg \tilde{r} \geq \deg v \), then \( u \leftarrow \tilde{r} \); otherwise, \( u \leftarrow v, \ v \leftarrow \tilde{r} \). Go to step 2.

**Theorem 5.2.** Let \( 1 \leq n \leq m \). The average number \( t_{\text{ave}}(m, n) \) of polynomial subtractions used in Algorithm 5.1 on inputs from \( \tilde{P}_{m,n} \) is \( \frac{1}{2} m + \frac{1}{3} n + \nu(m, n) \), where \( \nu(m, n) < 1 \) is given by

\[
\nu(m, n) = \begin{cases} 
- \frac{2}{5} 4^{-n} + 2^{1-n} - \frac{7}{5}, & \text{if } m > n, \\
- \frac{2}{5} 4^{1-n} -(n-4) 2^{-n} - \frac{10}{9}, & \text{if } m = n.
\end{cases}
\]

We assume that a subtraction \( u - v \) needs exactly \( 1 + \deg v \) operations — in \( \mathbb{Z}_2 \), if \( \deg u \geq \deg v \).

**Theorem 5.3.** Let \( 1 \leq n \leq m \). The average number \( \tilde{t}_{\text{ave}}(m, n) \) of operations — used in Algorithm 5.1 on inputs from \( \tilde{P}_{m,n} \) is \( \frac{1}{2} m n - \frac{1}{12} n^2 + \frac{n}{2} + \frac{1}{36} n + \pi(m, n) \), where \( \pi(m, n) < 2 \) is given by

\[
\pi(m, n) = \begin{cases} 
\frac{33}{27} - \frac{1}{27} 4^{1-n}, & \text{if } m > n, \\
\frac{16}{27} - \frac{1}{27} n - \frac{1}{27} 4^{2-n} + 2^{1-n}, & \text{if } m = n.
\end{cases}
\]

**Average case analysis of Algorithm 5.1**

Assuming that \((A_1, A_2)\) is uniformly distributed in \( \tilde{P}_{m,n} \), we can analyze this algorithm by solving the following recurrence relation:

\[
S_{mn} = a + \sum_{0 \leq k \leq m} \Pr[\deg \tilde{r} = k] S_{nk}, \quad S_{mn} = S_{nm}, \quad m \geq n \geq 1. \tag{15}
\]

Corollary 5.5 below implies that for \( a = 1 \) and \( S_{n0} = 0 \), \( S_{mn} \) is the average number \( t_{\text{ave}}(m, n) \) of polynomial subtractions used in Algorithm 5.1 for computing \( \gcd(A_1, A_2) \). \( S_{mn} \) is the average number \( \tilde{t}_{\text{ave}}(m, n) \) of operations — used in Algorithm 5.1 for \( a = n + 1 \) and \( S_{00} = 0 \).

**Lemma 5.4.** For \( 1 \leq n \leq m \), let \((u, v)\) be uniformly distributed in \( \tilde{P}_{m,n} \) and \( r = u - v \). Then \( r \) is uniformly distributed in \( \{z\} \times \tilde{P}_{m-1} \) if \( m > n \); \( r \) is uniformly distributed in \( \{z\} \times \tilde{R}_{n-1} \) if \( m = n \).

**Corollary 5.5.** Let \( m, n, u, v, r \) be as above, and let \( \tilde{r} = r/x^i \) where \( x^i \parallel r \) if \( r \neq 0 \), and \( \tilde{r} = 0 \). Then, for \( 1 \leq k \leq m - 1 \),

\[
\Pr[\tilde{r} = 0] = \begin{cases} 
0, & \text{if } m > n, \\
2^{1-n}, & \text{if } m = n,
\end{cases}
\]

\[
\Pr[\deg \tilde{r} = 0] = \begin{cases} 
2^{1-m}, & \text{if } m > n, \\
(n - 1) 2^{1-n}, & \text{if } m = n,
\end{cases}
\]

\[
\Pr[\deg \tilde{r} = k] = \begin{cases} 
2^{k-m}, & \text{if } m > n, \\
(n - k - 1) 2^{k-n}, & \text{if } m = n.
\end{cases}
\]
**Proof.** We distinguish two cases.

*Case 1: \( m > n \). Since \( r \) is uniformly distributed in \( \{z\} \times F_{m-1} \), \( \Pr[r = 0] = 0 \), and

\[
\Pr[\text{deg } r = 0] = \Pr[r = z^m] = 2^{1-m}, \quad \Pr[\text{deg } r = k] = \sum_{f \in F_k} \Pr[r = x^{m-k} f ] = 2^{k-m},
\]

*Case 2: \( m = n \). Since \( r \) is uniformly distributed in \( \{z\} \times R_{n-1} \), \( \Pr[r = 0] = 2^{1-n} \),

\[
\Pr[\text{deg } r = 0] = \sum_{0 \leq i \leq n-2} \Pr[r = z^{i+1}] = (n-1)2^{1-n},
\]

\[
\Pr[\text{deg } r = k] = \sum_{f \in F_k} \sum_{0 \leq i \leq n-k-2} \Pr[r = z^{i+1} f ] = (n-k-1)2^{k-n}.
\]

**Proof of Theorem 5.2.** Let \( a = 1 \) and \( S_{n0} = 0 \) in (15). Applying Corollary 5.5, we obtain the following set of double recurrence relations:

\[
S_{mn} = 1 + \sum_{1 \leq k < m} 2^{k-m} S_{nk}, \quad \text{if } m > n \geq 1,
\]

\[
S_{mn} = 1 + \sum_{1 \leq k < n} (n-k-1)2^{k-n} S_{nk}, \quad \text{if } m = n \geq 1.
\]

Note that \( S_{mn} - \frac{1}{2} S_{m-1,n} = \frac{1}{2} + \frac{1}{2} S_{n,n-1} \) for \( m > n + 1 \); that is, \( S_{mn} = S_{m-1,n} + \frac{1}{2} \). By induction on \( m - n \), we have

\[
S_{mn} = S_{n+1,m} + \frac{1}{2}(m - n - 1), \quad \text{if } m \geq n + 1.
\]  
(16)

Let \( S_n = S_{n+1,n} \) and \( S'_n = S_{mn} \). This substitution into the above recurrence relations gives

\[
S_n = 1 + \frac{1}{2^{n+1}} \sum_{1 \leq k < n} 2^k \{S_k + \frac{1}{2}(n-k-1)\} + \frac{1}{2} S'_n, \quad \text{if } n \geq 1,
\]  
(17)

\[
S'_n = 1 + \frac{1}{2^n} \sum_{1 \leq k < n} (n-k-1)2^k \{S_k + \frac{1}{2}(n-k-1)\}, \quad \text{if } n \geq 1.
\]  
(18)

As in the proof of Theorems 3.2 and 3.4, we can use a similar transformation to obtain the following linear recurrence relations from (17) and (18):

\[
S_n - \frac{3}{4} S_{n-1} + \frac{3}{4} S_{n-2} = \frac{5}{8} - 2^{-n}, \quad \text{if } n \geq 3,
\]

\[
S'_n - S'_{n-1} + \frac{1}{2} S'_{n-2} = \frac{3}{8} - 2^{-(n-1)}, \quad \text{if } n \geq 3.
\]

Solving these linear recurrence relations with the initial values \( S_1 = \frac{3}{2}, S_2 = \frac{15}{8} \) and \( S'_1 = S'_2 = 1 \) from (17) and (18), we obtain

\[
S_n = \frac{3}{8} n + 2^{1-n} - \frac{3}{8} 4^{-n} - \frac{15}{16}, \quad \text{if } n \geq 1,
\]

\[
S'_n = \frac{3}{8} n - (n-4)2^{1-n} - \frac{2}{3} 4^{1-n} - \frac{10}{9}, \quad \text{if } n \geq 1.
\]

The claim then follows from (16). \( \Box \)

The proof of Theorem 5.3 is similar and can be found in Ma (1987, pp. 75-80).
**Theorem 5.6.** For $1 \leq n \leq m$ and $\omega \in \{\text{sub}, -\}$, let $t^\omega_{\min}(m, n)$ and $t^\omega_{\max}(m, n)$ be the minimum and maximum number of operations $\omega$ used in Algorithm 5.1 on inputs from $\tilde{P}_{m, n}$. Then, except that $t^\text{sub}_{\max}(2, 2) = 1$ and $t^-_{\max}(2, 2) = 3$, we have

$$t^\text{sub}_{\min}(m, n) = 1, \quad t^\text{sub}_{\max}(m, n) = m + \lfloor n/2 \rfloor - 1,$$

$$t^-_{\min}(m, n) = n + 1, \quad t^-_{\max}(m, n) = mn - \lfloor n^2/4 \rfloor + m - 1 + n \text{ rem } 2.$$

**Proof.** Using Lemma 5.4, we have $t^\text{sub}_{\min}(m, n) = 1$ and $t^-_{\min}(m, n) = n + 1$ for all $1 \leq n \leq m$, since there exists $(A_1, A_2) \in \tilde{P}_{m, n}$ such that $A_1 - A_2 = x^n$ for $m > n$, and $A_1 - A_2 = 0$ for $m = n$.

The estimate of the maximum cost follows the lines of the proof of Theorem 4.10; we omit some details. It is easy to see that $t^\text{sub}_{\max}(2, 2) = 1$ and $t^-_{\max}(2, 2) = 3$. For the other cases, we first prove the claimed upper bound on $t^\omega_{\max}$. Intuitively, the algorithm has the worst behavior if the "lattice point" $(\deg u, \deg v)$ associated at each pass through step 2 changes in the following pattern:

$$(m, 1) \rightarrow (m - 1, 1) \cdots \rightarrow (1, 1), \text{ for } m \geq n = 1,$$

$$(m, 2) \rightarrow (m - 1, 2) \cdots \rightarrow (3, 2) \rightarrow (2, 1) \rightarrow (1, 1), \text{ for } m > n = 2,$$

$$(3, 3) \rightarrow (3, 1) \rightarrow (2, 1) \rightarrow (1, 1), \text{ for } m = n = 3,$$

$$(4, 4) \rightarrow (4, 2) \rightarrow (3, 2) \rightarrow (2, 1) \rightarrow (1, 1), \text{ for } m = n = 4,$$

$$(n, n) \rightarrow (n, n - 2) \rightarrow (n - 1, n - 2) \rightarrow (n - 2, n - 2) \rightarrow \cdots, \text{ for } m = n \geq 5,$$

$$(m, n) \rightarrow (m - 1, n) \rightarrow \cdots \rightarrow (n, n), \text{ for } m > n \geq 3.$$ Formally, one proves monotonicity of $t^\omega_{\max}$ in the sense that

$$t^\omega_{\max}(m + 1, n) \geq t^\omega_{\max}(m, n) \quad \text{if } m \geq n \geq 1,$$

$$t^\omega_{\max}(m, n + 1) \geq t^\omega_{\max}(m, n) \quad \text{if } m \geq n + 1 \geq 2$$

except that $t^\text{sub}_{\max}(2, 2) < t^\text{sub}_{\max}(2, 1)$, and the following inequalities for $n \geq 5$:

$$t^-_{\max}(n, n) \leq 3 + t^-_{\max}(n - 2, n - 2), \quad t^-_{\max}(n, n) \leq 3n - 1 + t^-_{\max}(n - 2, n - 2).$$

Note that $t^-_{\max}(3, 3) \leq 4$, $t^-_{\max}(4, 4) \leq 5$, and $t^-_{\max}(3, 3) \leq 10$, $t^-_{\max}(4, 4) \leq 15$. We obtain the following for $n \geq 3$:

$$t^\text{sub}_{\max}(m, n) \leq n + \lfloor n/2 \rfloor - 1, \quad t^-_{\max}(m, n) \leq \lfloor n^2/4 \rfloor + n - 1 + n \text{ rem } 2.$$

Since

$$t^\text{sub}_{\max}(m, 1) \leq m \quad \text{and } t^-_{\max}(m, 1) \leq 2m, \quad \text{for } m \geq 1,$$

$$t^\text{sub}_{\max}(m, 2) \leq m \quad \text{and } t^-_{\max}(m, 2) \leq 3(m - 2) + 4, \quad \text{for } m \geq 3,$$

$$t^\text{sub}_{\max}(m, n) \leq m - n + t^\text{sub}_{\max}(m, n), \quad \text{for } m \geq n + 3,$$

$$t^-_{\max}(m, n) \leq (m - n)(n + 1) + t^-_{\max}(m, n), \quad \text{for } m \geq n \geq 3,$$

the claimed upper bounds follow immediately.

For the corresponding lower bounds, we construct explicit examples. Let $h_n, g_n \in \tilde{P}_n$ for $n \geq 1$ be defined as $h_1 = g_1 = x + 1$, $h_2 = x^2 + x + 1$, $g_2 = x^2 + 1$, $h_3 = x^3 + x^2 + x + 1$, $g_3 = x^3 + 1$, $h_4 = x^4 + x^3 + x^2 + 1$, $g_4 = x^4 + x^3 + x + 1$, and $g_5 = x^5 h_{n-2} + (x + 1) g_{n-2}$, $h_n = g_n + x g_{n-2}$ for $n \geq 5$. Then the stated bounds are attained for the following input $(A_1, A_2) \in \tilde{P}_{m, n}$ for $m \geq n \geq 1$:
6. The Subtractive Linear Factor Shift Algorithm

The subtractive indeterminate shift algorithm in Section 5 can be easily extended to do linear factor shifting, namely, to remove all linear factors from the resulting polynomial after each subtraction. The subtractive linear factor shift algorithm works for any finite field, but we formulate and analyze it only for \( \mathbb{Z}_2 \).

**Algorithm 6.1.** Given the input \((A_1, A_2) \in P_{m,n} (m \geq n \geq 2)\), this algorithm outputs \( \text{gcd}(A_1, A_2) \).

1. [Initialization] For \( x^{k_1} \parallel A_1, x^{k_2} \parallel A_2, (x + 1)^{l_1} \parallel A_1, \) and \( (x + 1)^{l_2} \parallel A_2 \), let \( u \leftarrow A_1/x^{k_1} (x + 1)^{l_1}, v \leftarrow A_2/x^{k_2} (x + 1)^{l_2}, k \leftarrow \min(k_1, k_2), \) and \( l \leftarrow \min(l_1, l_2) \). If \( \deg u > \deg v \), then swap \( u \) and \( v \). Stop and return \( \text{gcd}(A_1, A_2) = x^k (x + 1)^l \) if \( \deg v = 0 \).

2. [Subtraction and shifting] Let \( r = u - v \) and compute \( \bar{r} \), as defined in Section 4. If \( \bar{r} = 0 \) or \( \bar{r} = 1 \), then stop and return \( \text{gcd}(A_1, A_2) = x^k (x + 1)^l v \) or \( \text{gcd}(A_1, A_2) = x^k (x + 1)^l r \), respectively.

3. [Resetting] If \( \deg r \geq \deg v \), then \( u \leftarrow r; \) otherwise, \( u \leftarrow v, v \leftarrow r \). Go to step 2.

**Theorem 6.2.** Let \( 2 \leq n \leq m \). The average number \( t_{\text{ave}}^\text{sub}(m, n) \) of polynomial subtractions used in Algorithm 6.1 on inputs from \( P_{m,n}^\# \) is \( \frac{1}{4} m + \frac{5}{2} n + \rho(m, n) \), where \( \rho(m, n) < 1 \) is given by

\[
\rho(m, n) = \begin{cases} 
\frac{3}{4}(15n - 47)4^{1-n} + 3 \cdot 2^{-n} - \frac{88}{108}, & \text{if } m > n + 1, \\
\frac{3}{4}(15n - 17)4^{2-n} + (n^2 - 5n + 6)2^{-n-1} - \frac{73}{108}, & \text{if } m = n + 1, \\
-\frac{3}{4}(15n - 2)4^{3-n} + (-3n^2 + 13n + 12)2^{-n-1} - \frac{121}{108}, & \text{if } m = n.
\end{cases}
\]

**Remark 6.3.** If \( m - n \) is constant and \( n \) is large, then Algorithm 6.1 needs an average of \( \frac{15}{32} n + O(1) \) polynomial subtractions to compute \( \text{gcd}(A_1, A_2) \). This shows that the subtractive linear factor shift algorithm uses on average less polynomial subtractions than the classical Euclidean algorithm uses polynomial divisions.

**Theorem 6.4.** Let \( 2 \leq n \leq m \). The average number \( t_{\text{ave}}^\text{op}(m, n) \) of operations used in Algorithm 6.1 on inputs from \( P_{m,n}^\# \) is \( \frac{1}{4} m n + \frac{5}{2} n^2 + \frac{1}{4} n + \frac{65}{16} n + \sigma(m, n) \), where \( \sigma(m, n) < 1 \) is given by

\[
\sigma(m, n) = \begin{cases} 
\frac{5}{32} - \frac{1}{4} n + \frac{3}{27} (5n - 17)4^{1-n} + 3 \cdot 2^{-n}, & \text{if } m > n + 1, \\
\frac{13}{64} + \frac{5}{27} (5n - 7)4^{2-n} + (n^2 - 9n + 10)2^{-n-1}, & \text{if } m = n + 1, \\
-\frac{10}{54} - \frac{5}{9} n - \frac{5}{34} (5n - 2)4^{3-n} + (-3n^2 + 25n + 4)2^{-n-1}, & \text{if } m = n.
\end{cases}
\]
**Lemma 6.5.** For $2 \leq n \leq m$, let $(u,v)$ be uniformly distributed in $P_{m,n}^a$ and $r = u - v$. Then $r$ is uniformly distributed in $\{x (x+1)\} \times P_{m-2}$ when $m > n$, $r$ is uniformly distributed in $\{x (x+1)\} \times R_{n-2}$ when $m = n$.

**Corollary 6.6.** Let $m, n, u, v, r$ be as above, and let $\bar{r} = r/[(x^i (x+1)^j)]$, where $x^i \parallel r$ and $(x + 1)^j \parallel r$ if $r \neq 0$, and $0 = 0$. Then $\Pr[\deg \bar{r} = 1] = 0$, and for $2 \leq k \leq m - 1$,

\[
\Pr[\bar{r} = 0] = \begin{cases} 
0, & \text{if } m > n, \\
2^{-n}, & \text{if } m = n.
\end{cases}
\]

\[
\Pr[\deg \bar{r} = 0] = \begin{cases} 
(m-1) 2^{2-m}, & \text{if } m > n, \\
(n-2) (n-1) 2^{1-n}, & \text{if } m = n.
\end{cases}
\]

\[
\Pr[\deg \bar{r} = k] = \begin{cases} 
(m-k-1) 2^{k-m}, & \text{if } m > n, \\
(n-k-2) (n-k-1) 2^{k-n-1}, & \text{if } m = n.
\end{cases}
\]

**Proof.** By definition, $\Pr[\deg \bar{r} = 1] = 0$. We distinguish two cases.

**Case 1:** $m > n$. Since $r$ is uniformly distributed in $\{x (x+1)\} \times P_{m-2}$, $\Pr[\bar{r} = 0] = 0$,

\[
\Pr[\deg \bar{r} = 0] = \sum_{k_1+k_2 = m-2} \Pr[r = x^{k_1+1} (x+1)^{k_2+1}] = (m-1) 2^{2-m},
\]

\[
\Pr[\deg \bar{r} = k] = \sum_{f \in F_k} \sum_{k_1+k_2 = m-2-k} \Pr[r = x^{k_1+1} (x+1)^{k_2+1} f] = (m-k-1) 2^{k-m}.
\]

**Case 2:** $m = n$. Since $r$ is uniformly distributed in $\{x (x+1)\} \times R_{n-2} = R_{n-2}^0$, the same probabilities have been derived in Corollary 4.9. \(\square\)

**Proof of Theorem 6.2.** Let $2 \leq n \leq m$ and $(A_1, A_2)$ be uniformly distributed in $P_{m,n}^a$. Corollary 6.6 reveals that the average number $s_{n,m}(m,n)$ of polynomial subtractions used in Algorithm 6.1 is the solution $S_{n,m}$ to the following recurrence relation (with $S_{n,0} = 0$ and $a = 1$):

\[
S_{nm} = a + \sum_{0 \leq k < m} \Pr[\deg \bar{r} = k] S_{nk}, \quad S_{nm} = S_{nm}, \quad m \geq n \geq 2.
\]

Applying Corollary 6.6, we obtain the following

\[
S_{nm} = 1 + \sum_{2 \leq k \leq m-2} \frac{(m-k-1)}{2^{m-k-1}} S_{nk}, \quad \text{if } m > n \geq 2, \quad (19)
\]

\[
S_{nm} = 1 + \sum_{2 \leq k \leq n-2} \frac{(n-k-2) (n-k-1)}{2^{n+1-k}} S_{nk}, \quad \text{if } m = n \geq 2. \quad (20)
\]

Note that $S_{nm} - \frac{1}{2} S_{m-1,n} = \frac{1}{2} + \frac{1}{2^m} \sum_{k=2}^{m-2} S_{nk} 2^k$ for $m > n + 1$. Therefore,

\[
S_{nm} - S_{m-1,n} + \frac{1}{4} S_{m-2,n} = \frac{1}{4} + \frac{1}{4} S_{n,m-2}
\]

for $m > n + 2$; that is, $S_{mn} = S_{m-1,n} + \frac{1}{4}$. An easy induction on $m - n$ yields

\[
S_{mn} = S_{n+2,n} + \frac{1}{4} (m - n - 2), \quad \text{if } m \geq n + 2. \quad (21)
\]
Let \( S_n = S_{n+2,n}, S'_n = S_{n+1,n} \) and \( S''_n = S_{nn} \). This substitution into (19) and (20) gives

\[
S_n = 1 + \frac{1}{2^{n+2}} \sum_{2 \leq k \leq n-2} (n-k+1)2^k [S_k + \frac{1}{4}(n-k-2)] + \frac{1}{4} S'_{n-1} + \frac{1}{4} S''_n, \\
S'_n = 1 + \frac{1}{2^{n+1}} \sum_{2 \leq k \leq n-2} (n-k)2^k [S_k + \frac{1}{4}(n-k-2)] + \frac{1}{4} S'_n, \\
S''_n = 1 + \frac{1}{2^{n+1}} \sum_{2 \leq k \leq n-2} (n-k-2)(n-k-1)2^k [S_k + \frac{1}{4}(n-k-2)].
\]

Applying a similar manoeuvre as in the proof of Theorems 3.2 and 3.4, we can transform the above recurrence relations into the

\[
S_n - \frac{7}{4} S_{n-1} + \frac{12}{3} S_{n-2} - \frac{13}{3} S_{n-4} + \frac{8}{1} S_{n-4} = \frac{51}{38} - 2^{-n-3}, \
\text{if } n \geq 6, \\
S'_n - \frac{3}{4} S'_n - \frac{3}{4} S'_n = \frac{1}{4} S_{n-2} - \frac{1}{4} S_{n-3} + \frac{1}{4} S_{n-4} = \frac{21}{38} - 2^{-n}, \
\text{if } n \geq 5, \\
S''_n - \frac{3}{4} S''_n - \frac{3}{4} S''_n = \frac{1}{4} S_{n-3} + \frac{1}{4} - 3 \cdot 2^{-n}, \
\text{if } n \geq 5.
\]

Solving these linear recurrence relations with the initial values \( S_2 = \frac{5}{4}, S_3 = \frac{3}{2}, S_4 = \frac{15}{4}, S_5 = \frac{15}{4}, S'_2 = 1, S'_3 = \frac{3}{4}, S'_4 = \frac{3}{4}, S''_2 = S''_3 = S''_4 = 1 \) from (22), (23) and (24), we obtain

\[
S_n = \frac{17}{32} n + \frac{1}{2} (15 n + 47) 4^{1-n} + 3 \cdot 2^{-n} - \frac{31}{256}, \text{ if } n \geq 2, \\
S'_n = \frac{17}{32} n + \frac{1}{2} (15 n + 47) 4^{2-n} + (n^2 - 5 n + 6) 2^{-n-1} - \frac{224}{64}, \text{ if } n \geq 2, \\
S''_n = \frac{17}{32} n - \frac{1}{8} (15 n - 2) 4^{3-n} + (-3 n^2 + 13 n + 12) 2^{-n} - \frac{121}{108}, \text{ if } n \geq 2.
\]

The claim follows from (21).

The proof of Theorem 6.4 is similar and can be found in Ma (1987, pp. 82-90).

**BEST AND WORST CASE OF ALGORITHM 6.1**

**THEOREM 6.7.** For \( 2 \leq n \leq m \) and \( \omega \in \{\text{sub}, -\} \), let \( t_\omega(n, m) \) and \( t_{\omega}^{\text{max}}(m, n) \) be the minimum and maximum number of operations \( \omega \) used in Algorithm 6.1 on inputs from \( P_{m,n}^{\omega} \). Let \( d_{m,n} = (m-n) \text{ mod } 2 \). Then we have

\[
t_{\text{sub}}(m, n) = 1, \\
t_{\text{min}}(m, n) = 1 + 1, \\
t_{\text{sub}}^{\text{max}}(m, n) = \begin{cases} 
(m-n)/2 + 1, & \text{if } m-n = 4, \text{ or } d_{m,n} = 0 \text{ and } 2 \leq n \leq 3, \\
0 & \text{otherwise}, \\
\end{cases} \\
t_{\text{max}}(m, n) = \begin{cases} 
(m-n+2)\ (n+1)/2, & \text{if } m-n = 4, \text{ or } d_{m,n} = 0 \text{ and } 2 \leq n \leq 3, \\
0 & \text{otherwise}. \\
\end{cases}
\]

**PROOF.** By Lemma 6.5, we have \( t_{\text{sub}}^{\text{min}}(m, n) = 1 \) and \( t_{\text{min}}^{\text{max}}(m, n) = n+1 \) for all \( 2 \leq n \leq m \); since there exists \( (A_1, A_2) \in P_{m,n}^{\omega} \) such that \( A_1 - A_2 = x^{m-1}(x+1) \) for \( m > n \), and \( A_1 - A_2 = 0 \) for \( m = n \).

As usual, we first prove an upper bound on \( t_{\text{max}}^{\omega} \), following the lines of the proof of Theorem 4.10. Intuitively, the algorithm has the worst behavior if the "lattice point" \( (\deg u, \deg v) \) associated at each pass through step 2 changes in the following pattern:
\[(n + 1, n) \rightarrow (n, n - 1) \rightarrow (n - 1, n - 2) \rightarrow \cdots \rightarrow (3, 2), \text{ if } m = n + 1 \geq 3,
\]
\[(n, n) \rightarrow (n, n - 3) \rightarrow (n - 2, n - 3) \rightarrow \cdots \rightarrow (3, 2), \text{ if } m = n \geq 5,
\]
\[(m, 4) \rightarrow (m - 2, 4) \rightarrow (m - 4, 4) \rightarrow \cdots \rightarrow (5, 4), \text{ if } m > n = 4 \text{ and } d_{m, 4} = 1,
\]
\[(m, 4) \rightarrow (m - 2, 4) \rightarrow \cdots \rightarrow (6, 4) \rightarrow (4, 3) \rightarrow (3, 2), \text{ if } m > n = 4 \text{ and } d_{m, 4} = 0,
\]
\[(m, n) \rightarrow (m - 2, n) \rightarrow (m - 4, n) \rightarrow \cdots \rightarrow (n + d_{m, n}, n), \text{ if } m \geq n + 2 \text{ and } n \neq 4.
\]

Formally, one proves monotonicity of \(t^{\omega}_\text{max}\) in the sense that
\[
t^{\omega}_\text{max}(m + 1, n) \geq t^{\omega}_\text{max}(m, n) \quad \text{if } m \geq n \geq 2,
\]
\[
t^{\omega}_\text{max}(m, n + 1) \geq t^{\omega}_\text{max}(m, n) \quad \text{if } m \geq n + 1 \geq 3,
\]
except that \(t^{\omega}_\text{max}(4, 4) < t^{\omega}_\text{max}(4, 3)\). Defining \(d^{\text{sub}}(n) = 1\) and \(d^-(n) = n + 1\), we have the following inequalities:
\[
t^{\omega}_\text{max}(n + 1, n) \leq d^{\omega}(n) + t^{\omega}_\text{max}(n, n - 1), \text{ if } n + 1 \geq 4, \tag{25}
\]
\[
t^{\omega}_\text{max}(n, n) \leq 2 + t^{\omega}_\text{max}(n - 2, n - 3), \text{ if } n \geq 5, \tag{26}
\]
\[
t^{\omega}_\text{max}(n, n) \leq 2 n - 1 + t^{\omega}_\text{max}(n - 2, n - 3), \text{ if } n \geq 5, \tag{27}
\]
\[
t^{\omega}_\text{max}(m, n) \leq ((m - n)/2) d^+(n) + t^{\omega}_\text{max}(n + d_{m, n}, n), \text{ if } m \geq n + 2, n \neq 4, \tag{28}
\]
\[
t^{\omega}_\text{max}(m, n) \leq ((m - 4)/2) d^+(4) + t^{\omega}_\text{max}(5, 4), \text{ if } m > n = 4 \text{ and } d_{m, 4} = 1, \tag{29}
\]
\[
t^{\omega}_\text{max}(m, n) \leq (m - 6) d^{\omega}(4)/2 + t^{\omega}_\text{max}(6, 4), \text{ if } m > n = 4 \text{ and } d_{m, 4} = 0. \tag{30}
\]

Since \(t^{\text{sub}}(3, 2) \leq 1 \text{ and } t^{\omega}_\text{max}(3, 2) \leq 3\), it follows from (25) to (27) that \(t^{\text{sub}}(m, n) \leq m - 2 \text{ and } t^{\omega}_\text{max}(m, n) \leq (m + 3)(m - 2)/2 \text{ for } 2 \leq n \leq m \leq n + 1\), with the exception that \(t^{\omega}_\text{max}(n, n) = d^+(n)\) for \(2 \leq n \leq 4\). Plugging this into (28) and (29) and noting that \(t^{\omega}_\text{max}(6, 4) \leq 3 \text{ and } t^{\omega}_\text{max}(6, 4) \leq 12\) in (30), we obtain the upper bounds as claimed.

For the lower bounds, we again construct explicit examples. Let \(q = x^3 + x\), and \(u_n \in \mathbb{P}_n\) for \(n \geq 4\) be defined by \(u_n = u_{n-1} + q u_{n-2}\) with \(u_2 = x^3 + x + 1\) and \(u_3 = x^3 + x^2 + 1\). Furthermore, let \(v_n = q u_{n-2} + q u_{n-3} + u_{n-3}\) and \(w_n = q u_{n-2} + u_{n-3}\) for \(n \geq 5\), \(v_2 = w_2 = u_2\), \(v_3 = u_3\), \(w_2 = u_2 + u_1\), \(v_4 = x^4 + x^3 + 1\), and \(w_4 = x^4 + x + 1\). Then, for \(n \geq 2\), \(w_n, v_n, u_n \in \mathbb{P}_n\), and the stated bounds are attained for the following input \((A_1, A_2) \in \mathbb{P}_n^2\):

- \(A_1 = u_{n+1} \text{ and } A_2 = u_n\), for \(m = n + 1\);
- \(A_1 = v_n \text{ and } A_2 = w_n\), for \(m = n\);
- \(A_1 = q^{(m-1)/2} u_{n+1} + u_n \sum_{0 \leq i \leq (m-n-3)/2} q^i \text{ and } A_2 = u_n\), for \(m \geq n + 2 \text{ and } d_{m, n} = 1\);
- \(A_1 = q^{(m-2)/2} v_n + w_n \sum_{0 \leq i \leq (m-n-2)/2} q^i \text{ and } A_2 = w_n\), for \(m \geq n + 2, n \neq 4 \text{ and } d_{m, n} = 0\);
- \(A_1 = q^{(m-4)/2} u_3 + u_4 \sum_{0 \leq i \leq (m-n)/2} q^i \text{ and } A_2 = u_4\), for \(m \geq n + 2, n = 4 \text{ and } d_{m, n} = 0\). \(\square\)
7. Conclusion

We have given exact average-case analyses for several variants of Euclid’s algorithm for polynomials over a finite field. It would be nice to extend the results of Sections 4 to 6 from \( \mathbb{Z}_2 \) to an arbitrary finite field. More importantly, it would be desirable to have analogous results for various algorithms for factoring polynomials, say in \( \mathbb{Z}_2[x] \), to determine the optimal sequence of the usual operations of extracting square roots (resp. \( p \)-th roots), dividing out \( \gcd(A, A') \), and the various factoring algorithms for squarefree polynomials (e.g., Berlekamp 1970; Rabin 1980; Ben-Or 1981; Cantor \& Zassenhaus 1981).
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